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Abstrat
Impulse failities provide a unique apability in being able to reprodue aspetsof the hypersoni ight environment in the laboratory. The usefulness of thesefailities is limited by non-ideal aspets of their operation and by signi�ant gaps inour understanding of these ows. In this thesis, simulations have been performedof a reeted shok tunnel faility, operated at the University of Queensland, withthe aim of providing a better understanding of the ow through these failities. Inpartiular, the analysis of the simulations fouses on the premature ontamination ofthe test ow with driver gas and the generation of the high levels of noise experienedin the test ow. The substantial omputational e�ort required by these alulationshas, in the past, meant that only parts of a faility have be modelled in any onesimulation. The assumptions assoiated with modelling only part of the faility hasmeant that these simulations have not been suessful in prediting either driver gasontamination or noise levels.The multi-blok Computational Fluid Dynamis (CFD) ode MB CNS, whihis based on a �nite-volume formulation of the ompressible Navier-Stokes equationswas used in the alulations. As an alternative numerial tehnique, Smoothed Par-tile Hydrodynamis (SPH) was investigated for advantages that it may provide inmodelling ows involving gaseous interfaes. It was determined that this tehniqueis limited in its appliability to shok tunnel ows due to problems inluding thetreatment of solid boundary onditions.The omputational requirements of simulating a omplete shok tunnel havebeen approahed with the use of large parallel superomputers. Both MB CNS andthe SPH ode were parallelised using the shared memory approah of OpenMP andthe distributed memory approah of MPI. The performane of the parallel odesare examined on various omputers, inluding the APAC National Faility and theQPSF Faility, loated at the University of Queensland.The shok wave indued deformation of bubbles, of both a light and heavy gas, isexamined as a test ase for the shok tunnel modelling. This ase has experimentalphotographs that an be ompared diretly with the simulations. These simulationsdemonstrate that MB CNS an aurately model the shok indued instability anddeformation of interfaes between di�erent gases.



vThe simulations presented here assume an axisymmetri ow and mesh the om-plete faility, from the driver setion to the dump-tank. By doing this, the urrentsimulations eliminate many of the assumptions previously made in shok tunnel sim-ulations. The simulations inorporate an iris-based model of the rupture mehanisof the primary diaphragm, an ideal seondary diaphragm and aount for turbulenein the shok tube boundary layer with the Baldwin-Lomax eddy visosity model.Supporting these simulations are three sets of experiments, with di�erent operat-ing harateristis, that were onduted by Dr. D. Buttsworth in the DrummondTunnel faility. The results from these experiments are used as validation for thesimulations.Through the shok tunnel simulations, a better understanding of the mehanismsleading to driver gas ontamination has been developed. It has been shown that theontamination is driven by a omplex interation between the reeted shok andthe inident gases, whih result in the generation of vortiity in the driver gas.In the tailored ase that was simulated, a vortex ring was shown to form at thehead of the driver gas, whih moved along the entreline of the shok tube into thetest ow resulting in the observed ontamination. Due to the omplex, transientnature of this proess, it ould not be predited using simpli�ed models, or evennumerial simulations using only a part of a faility. The instability resulting fromthe interation between the reeted shok and the ontat surfae is driven by thesame mehanisms that are studied in the simulations of the shok wave interationwith the bubbles.It is shown that the simulations performed in this thesis an provide an esti-mate of the noise levels experiened in the test ows produed by shok tunnels.This estimation is possible sine the simulations inlude some of the noise produ-ing mehanisms ourring throughout the faility. The generation of this noise isdemonstrated, along with its propagation into the test ow. The noise levels mea-sured in the simulated test ow were in agreement with noise levels measured in thetest ow of the Drummond Tunnel.
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A : area, m2a : sound speed, m/sCp; Cv : spei� heats, J/(kg.K)E : total spei� energy, J/kge : spei� internal energy, J/kgF : array of ux termsf : speies mass frationh : smoothing lengthî; ĵ : unit vetors for the artesian oordinatesk : oeÆient of thermal ondutivitym : partile massM : Mah numbern : diretion osinen̂; p̂ : unit vetors for the ell interfaeP : point in the (x; y)-planep : pressure, PaQ : array of soure termsq : heat ux, W/m2R : gas onstant, J/(kg.K)r : radial oordinate, mr; s : normalised oordinatesS : ontrol surfae of the ellT : temperature, degree Kt : time, s; independent parameter for the Bezier urvesU : array of onserved quantitiesu; v : veloity, m/sV : ell volume, m3W : kernel smoothing funtionx; y; z : artesian oordinates, m� : density, kg/m3�; � : �rst and seond oeÆients of visosity, Pa.s : ratio of spei� heats



xiSubsripts, Supersriptsi : invisidis : speies indexn : normal to the ell interfaep : tangent to the ell interfaev : visousx; y; z : oordinate diretionsa; b : partile indies



C H A P T E R 1

Introdution
Over the past 100 years of aeronautis, the reprodution of the ight environmentin wind tunnels has played a fundamental role in the development of ight vehiles.Wind tunnels have been used in the development of vehiles aross a range of ightonditions and ow regimes, inluding the Wright brothers yer, the Bell X-1 andthe Spae Shuttle Orbiter [85℄. The most demanding ow regimes are those relatingto hypersoni ight. These high speed ows are experiened by vehiles travellingto and from orbit. Researh in this regime is required for the development of futureforms of aerospae propulsion, suh as the Sramjet engine [181℄. Physial exper-iments on these vehiles an be arried out using models plaed in ground basedimpulse failities suh as shok tunnels and expansion tubes. Charaterised by hightest ow speeds, of up to 13 km/s, and short test times, of the order of 10�s to 10ms,impulse failities are uniquely apable of generating high energy ows. Continuouswind tunnels are not viable for use in the hypersoni ow regime due to their highpower requirements and the prolonged exposure of tunnel material to the extremetemperatures that are generated during the proessing of the test gas [105℄.GriÆth et al. [85℄ desribed the tehnial problems experiened during the �rstre-entry ight of the Spae Shuttle Orbiter. One problem resulted from a signi�antdi�erene between the preditions of hypersoni pithing moment measured in windtunnel tests of sub-sale models and the moment experiened in atual ight. As aresult of this di�erene, a body ap deetion of twie that predited was requiredin order to maintain the stability of the orbiter during re-entry. The design of theorbiter was based on data obtained in wind tunnels, whih ould not reprodue allof the real-gas e�ets present in the ight environment. Combining numerial simu-lation with wind tunnel test data provides an e�etive method of extrapolating theavailable test data to the design of vehiles. This approah was shown to be su-essful in further researh onduted on Spae Shuttle re-entry aerothermodynamisombining experimentation and numerial simulation [80, 241, 81℄. Computer basedsimulations have an important role to play in the interpretation of wind tunnel datain the ontext of the ight environment.



2 IntrodutionMuh of the hypersoni test data used in aerospae researh is obtained in free-piston driven reeted shok tunnels. Full sale failities around the world inlude:T4 (The University of Queensland) [41℄, T3 (Australian National University, Can-berra) [178℄, T5 (GALCIT, California Institute of Tehnology) [83℄, HEG (DLR,Germany) [61℄, the Large Energy National Shok (LENS) tunnel (Cornell Aero-nautial Laboratory) [34℄, Von Karman Gas Dynamis Faility (Arnold EngineeringDesign Center (AEDC), Tennessee) [6℄, and HIEST (NAL, Japan) [163℄. Researhin these failities is often augmented with numerial simulations of the ows usingComputational Fluid Dynamis (CFD). An important omponent of the researhonduted relates to the relationship between numerial simulation and the physialexperiments. Numerial simulations aid in the interpretation of experimental resultsand an be used to extend results obtained in impulse failities to the real ight en-vironment. Conversely, physial experiments in impulse failities provide the datarequired to validate the numerial tehniques used in aerospae vehile design.In this thesis, numerial simulations of the ow through the Drummond Tunnelfaility have been developed. The Drummond Tunnel is a relatively low enthalpyreeted shok tunnel faility and is one of the impulse failities operated withinthe Centre for Hypersonis at the University of Queensland [7, 54℄. The simulationsaim to provide a better understanding of the performane of shok tunnel failities.In partiular, the simulations fous on the premature ontamination of the test owwith driver gas and the generation of the high levels of noise experiened in the testow.The shok tunnel simulations in this thesis use the multi-blok CFD ode MB CNS[114℄. It is based on a �nite-volume formulation of the ompressible Navier-Stokesequations. An alternative numerial tehnique, known as Smoothed Partile Hydro-dynamis (SPH), was also investigated for the advantages that it may provide inmodelling ows involving gaseous interfaes. A CFD ode based on the SPH teh-nique was developed in order to assess the abilities of the tehnique in modellingtwo dimensional ompressible ow problems.The substantial omputational e�ort required by detailed simulations of shoktunnels has meant that only parts of a faility ould be modelled in previous studies[43, 247, 240℄. The simulations presented in this thesis use an axisymmetri meshovering the whole faility, from the driver setion to the dump-tank and, in doingso, eliminate many of the assumptions previously made in simulations of shoktunnels. The simulations inorporate an iris-based model of the rupture mehanisof the primary diaphragm, an ideal seondary diaphragm, and they also aountfor turbulene in the shok tube boundary layers. The omputational requirementsof solving transient ow �elds on suh large meshes have been approahed with



1.1 Shok Tunnel Flow Charateristis 3the use of large parallel superomputers. Both MB CNS and the SPH ode havebeen parallelised using the shared memory approah of OpenMP and the distributedmemory approah of MPI. The performanes of the parallel odes are examined onvarious omputers, inluding the APAC National Faility and the QPSF Failityloated at the University of Queensland.In support of the urrent numerial work, three sets of experiments, with di�er-ent operating harateristis, were onduted by Dr. D. R. Buttsworth in the Drum-mond Tunnel faility. Measurements reorded throughout these experiments an beompared diretly with orresponding values from the simulations. In addition tothis, the shok wave indued deformation of bubbles, of both a light and heavy gas,is examined as a multi-omponent gas test ase for the CFD ode MB CNS.1.1 Shok Tunnel Flow CharateristisAlthough the shok tube onept was proposed in 1889 by Vieille, it was not untilthe 1940s that a group at Prineton University laid down the foundations of modernshok tube pratie [98℄. These failities were operated by expanding a high pressurereservoir of driver gas into a lower pressure test gas, thereby foring a shok wavethrough the test gas. This shok-aelerated gas, whih is quasi-steady, is thenpassed through the test setion. This straight through on�guration ould produetest ow stagnation temperatures of up to 600K for typial durations of between20�s and 40�s [203℄.In 1950, at the Cornell Aeronautial Laboratory (CAL), the addition of a simpledivergent nozzle to the end of a shok tube saw the reation of the �rst shok tunnel.By expanding the supersoni ow behind the shok wave through this divergingnozzle, the range of test Mah numbers was extended into the hypersoni range.The trade o� for the higher Mah numbers was a redution in test times.The shok tunnel was developed further by adding a onvergent setion to thenozzle, thereby reeting the shok bak through the onoming test gas. The re-eted shok tunnel stagnates the test gas, forming a high temperature, high pres-sure reservoir, whih an then be expanded through a nozzle to produe the testow. This inreased the energy of the gas in the nozzle reservoir, extending therange of test Mah numbers ahievable to 24 and extending the test ow durationto 15ms [203℄. Operation in the tailored interfae mode enabled the ow durationto be extended even further [248℄. Further improvement in the operation of re-eted shok tunnels was ahieved through the addition of a free piston driver [219℄.The free piston driver works by adiabatially ompressing and heating the driver



4 Introdutiongas, thereby inreasing the shok Mah number that an be ahieved in the shokproessing of the test gas [220℄.The development work that has been arried out on the designs of shok tunnelfailities has, over time, resulted in a signi�ant inrease in the range of test on-ditions available to experimenters; however, there remains signi�ant onerns overthe quality and usefulness of the test ows produed [105℄. These ow quality issuesmanifest themselves in di�erenes between the test ows produed in shok tunnelsand the real ight environment. Further researh into the operation of shok tun-nel failities is neessary to asertain the auses of these di�erenes and to developmethods of reduing their e�et.At the University of Queensland, the Hyshot test programme has been ondutedin order to quantify the di�erenes between the test ow produed in the T4 shoktunnel, and atmospheri ight onditions [108℄. This test programme aims to om-pare the performane of the same prototype sramjet engine in the T4 shok tunneland in atmospheri ight on board a Terrior-Orion Mk70 sounding roket. Numer-ial modelling of shok tunnel ows an be used to approah the investigation ofthese di�erenes from another perspetive, that is by investigating the non-idealproesses that our within shok tunnel failities.Shok tunnels, and impulse failities in general, an only generate test ows ofvery short durations. Therefore, areful onsideration of the experimental onditionsare required in order to ensure that a steady ow an be established and maintainedfor a suÆient duration to take measurements [130℄. Depending on the operatingharateristis of the faility, the test ow may be limited by di�erent mehanisms:pressure hanges due to tailoring waves or the reeted expansion, or driver gasentering the test ow [212℄.The test ows produed by high-performane reeted shok tunnels are alsoa�eted by thermohemial e�ets. This results from the high temperatures in thestagnated gas at the end of the tube, whih is subsequently expanded to beomethe test ow. When this high temperature gas is expanded through the nozzle it ise�etively frozen at nonequilibrium onditions. The Drummond Tunnel experimen-tation, and orresponding simulation, do not ontain temperatures above 1600Kand so issues assoiated with these e�ets are not addressed in this thesis. These ef-fets would otherwise need to be aounted for in the numerial simulation throughthe use of models for thermohemial nonequilibrium.The quality of data obtained in impulse failities for the purpose of studyinghigh-speed transitional ows may be ompromised by the strong inuene of laminar-turbulent transition on the noise experiened in the test ow [172℄. The test ow



1.1 Shok Tunnel Flow Charateristis 5noise levels are often more than an order of magnitude larger than ows experienedduring ight [202℄. Noise appears as utuations in the properties of the test owfrom the mean ow values, whih ours throughout the test time. This noise isgenerated by non-ideal proesses ourring throughout the operation of the faility,inluding the growth of turbulent boundary layers and reeted shok interationproesses, and propagates into the test ow.The stagnation of the test gas with the reeted shok is an essential part ofthe operation of reeted shok tunnel failities. Many of the problems experienedthrough the operation of these failities result from the non-ideal interations thatour during this proess. The reetion of the shok from the ontoured nozzleentrane results in the generation of ow utuations in the nozzle supply region andthe generation of vortiity near the nozzle entreline [111℄. As the reeted shokmoves bak upstream, the energy de�ient boundary layer does not have enoughenergy to ross the normal shok, and instead boundary layer material builds up atthe foot of the shok and is arried with it. This auses the ow to separate, and theshok to bifurate into a lambda struture [141℄. As this struture moves upstream,the ow through this bifurated foot an be projeted downstream relative to theow whih is stagnated by the normal shok [240℄. Further upstream, the reetedshok reahes the inident ontat surfae. The subsequent interation results inthe generation of a signi�ant amount of vortiity in the driver gas at the interfae.In addition to introduing utuations to the nozzle supply region, these interationproesses also result in the jetting of driver gas towards the test ow.The full potential of free piston driven reeted shok tunnels in high enthalpyoperation has not been reahed in pratie due to the premature ontamination ofthe test ow with driver gas [221℄. As a result, a signi�ant amount of researh,both experimental and numerial, has been onduted into this phenomenon [228℄.Skinner [212℄ obtained experimental evidene of driver gas ontamination in the T4shok tunnel using a mass spetrometer in the test ow. This data has proven diÆ-ult to interpret, although the experimental study was not supported by numerialsimulations. The mehanisms whih were believed to ontribute to the prematureontamination of the test ow with driver gas were outlined. Skinner onludedthat the jetting of driver gas through the initial opening of the diaphragm was thedriving mehanism and the reeted shok interation proesses were not thoughtto be responsible. The simulations performed in this thesis aim to investigate themehanisms that lead to driver gas ontamination.



6 Introdution1.2 Numerial Modelling of Shok TunnelsIf impulse failities are to be used to their potential in the reprodution of hypersoniight onditions, a greater understanding of their operation is required. Numerialsimulations have the potential to signi�antly improve our understanding of shoktunnel ows, allowing the investigation of the auses of present limitations and thedevelopment of improvements to the failities.Computational modelling of these failities provides a useful method for investi-gating the problems assoiated with the operation of shok tunnels sine they are notsubjet to the experimental diÆulties experiened with the real failities. Suh dif-�ulties inlude the short ow durations and the extreme properties of the gases. Inaddition to this, numerial simulations an provide information on the ow through-out the whole faility, inluding the development of the ow along the inside lengthof the shok tube. In physial experiments, measurements an only be reorded atpartiular points in the ow where probes are loated and, for pratial reasons,only a limited number of these probes an be used in the ow in any experiment.Experimental results are ompliated as the presene of the probes themselves hasan e�et on the ow and their measurements are a�eted by experimental noise.The simulations an aid in the interpretation of experimental results by providinginformation on other ow properties at the loation of experimental probes and anbe viewed in the absene of experimental noise.Numerial simulations allow �ne details of the operation of the shok tunnelsto be investigated and, sine numerial simulations are not limited by the physialarrangement of the failities, they an be used to onsider variation in the operatingonditions outside of those already presribed. They an also be used to investigatethe e�et of modi�ations to the failities, thus reduing the assoiated expense andrisk of experimental development [44℄.Further, numerial simulations an be used to bridge the gap between the testows produed by shok tunnels and the real ight environment. By produinga virtual shok tunnel, and thereby virtual test ows, experimental results an beompared with a simulated test ow, rather than an idealised representation. Thedi�erenes between the simulated shok tunnel test ow and the simulated ightenvironment an then be identi�ed and studied.A demonstration of a virtual shok tunnel ow is shown in Figure 1.1. Theupper half of the frame shows a shadograph image of an Apollo re-entry vehilemodel during free ight in a wind tunnel at the Arnold Engineering DevelopmentCenter. The lower half of the frame shows the same vehile in a virtual shok tunneltest ow. The end setion of the shok tunnel nozzle an be seen in the frames.



1.2 Numerial Modelling of Shok Tunnels 7

Figure 1.1: Demonstration of a virtual shok tunnel ow. The upper half of the �gureshows shadograph image a model of an Apollo reentry vehile in a wind tunnel (reproduedfrom AEDC Photo #67-0441 [6℄) and the lower half of the �gure shows a similar model ina virtual shok tunnel test ow. The left side shows the model during ow developmentand the right side shows the model during the steady test period.



8 IntrodutionLimitations of Previous ModellingDetailed analytial and empirial based models of the ow of gases in impulse fa-ilities have been developed. An outline of these models is provided in Sudani andHornung [228℄. These models have inluded attempts at the predition of drivergas ontamination, but they have never been suessful aross a range of operatingonditions. The investigation of these failities through more omplex and detailednumerial simulation has been made viable through the ombination of omputerswith suÆient apability and the development of suitable numerial algorithms. Asigni�ant volume of researh has sine been published based on the numerial sim-ulation of shok tunnel failities. To date, this modelling has predominantly beenin one of two ategories: quasi-one dimensional simulation and axisymmetri simu-lation. Full, three-dimensional ow simulation of a omplete faility remains at thelimit of present omputing tehnology.Quasi-one dimensional simulations model an entire shok tunnel faility, with theassumption that the ow properties vary only along the length of the tube. Massloss models must be used to model the e�et that the boundary layers have on theore ow [64℄. They are omputationally eÆient and have been shown in previousstudies to be e�etive in prediting the performane of shok tunnel failities [113℄;however, sine the variation of ow properties aross the radius of the failities isnegleted, they annot be used to investigate fundamentally multi-dimensional owfeatures, inluding driver gas ontamination and noise generation mehanisms.Attempts at the axisymmetri simulation of reeted shok tunnels have typiallyonly modelled partiular parts of a faility and, in doing so, usually foused on oneow proess in isolation. Typially the very end of the shok tube and the nozzleare modelled and an inow ondition derived from empirial relations is used atthe upstream end of the ow domain [206, 246, 45℄. The results obtained in thesimulations are heavily dependent on these assumptions. In the past, this has beenneessary due to the lak of omputing power available.A large proportion of axisymmetri simulations have aimed spei�ally at mod-elling the interation of the reeted shok with the boundary layer, with the aimof interpreting its e�et on driver gas ontamination [246, 8℄. These simulationshave been unable to reprodue the experimental measurements of driver gas on-tamination with any ertainty. The omplexity of the driving mehanisms and thedependene on the ow development through the whole faility are thought to beresponsible for this.



1.2 Numerial Modelling of Shok Tunnels 9Numerial Modelling in This ThesisThe simulations presented in this thesis extend the numerial study of shok tunnelfailities by modelling a omplete faility, from driver setion to dump tank. Bymaking fewer assumptions, the simulations are expeted to be more e�etive atprediting the hanges in the performane of the faility aused by modi�ations tothe operating onditions or the faility itself.Simulation Using MB CNSThe main shok tunnel simulations performed in this thesis use the multi-blok CFDode, MB CNS [114℄. This ode is based on a �nite-volume formulation of the om-pressible Navier-Stokes equations. It has a shok-apturing apability through theuse of a limited reonstrution sheme and an adaptive ux alulator. The adap-tive ux alulator swithes from AUSMDV [238℄ to the Equilibrium Flux Method(EFM) [139℄ where large ompressive veloity gradients are deteted. The numerialdetails of this ode are disussed in Chapter 3.There are a number of additions to MB CNS that have been inluded in thisstudy to spei�ally address the simulation of shok tunnel failities. The Baldwin-Lomax eddy visosity model [11℄ was used to model the e�et of turbulene inthe boundary layers. CoeÆients used in the model were �rst obtained from theliterature [121℄ and then were adjusted using the experimental results. Multiple gasomponents were modelled by solving additional onservation equations for eahof the omponents. An iris based diaphragm rupture model was inluded for theprimary diaphragm, whih de�ned the opening aording to the pro�le measuredexperimentally by Rothkopf and Low (1974) [197℄. An ideally rupturing seondarydiaphragm was also inluded.Simulation Using SPHThe harateristis of the ontat surfae between the driver and driven gases anhave a signi�ant e�et on the operation of a shok tunnel. This interfae hasompliated properties and an be suseptible to hydrodynami instabilities. Aomputational tehnique that is based on the Lagrangian desription of uid owmay provide advantages in modelling these ows, where uid interfaes are impor-tant. As a result, the Smoothed Partile Hydrodynamis (SPH) method, beingLagrangian in nature, may be e�etive in shok tunnel modelling. In this methoduid interfaes are maintained through the movement of the elements of uid, whihare referred to as partiles. The partiles move with the ow and so the partilesrepresenting the uid on one side of the interfae will remain on that side.



10 IntrodutionQuasi-one dimensional CFD odes based on the Lagrangian desription, suhas L1d [111℄, have been shown to be e�etive in shok tunnel simulation and areomputationally eÆient. The investigation of the SPH method for its appliabilityto the simulation of shok tunnel ows aimed to extend these qualities to multi-dimensional modelling. The method is suitable to implementation in parallel andso the ode will also be disussed further in the ontext of parallel omputing. Eventhough a lot of e�ort was expended on the the SPH ode, it was found to not besuitable for the main shok tunnel simulations disussed in Chapter 7.Solution of the Flow Field in ParallelIn order to model an entire shok tunnel faility with suÆiently �ne detail, largeomputational meshes are required. The �ne mesh simulations of the ompleteDrummond Tunnel faility used in Chapter 7, require one month of CPU time,even on the fast proessors of the APAC National Faility. Running the solutionin parallel on four proessors redues this time to one week, whih is a muh morepratial time frame using these simulations. If these simulations were run in parallelusing 24 proessors they ould be redued to the period of about one day. As a resultof exploiting parallelism in the solution, the grid resolution ahieved aross the entirefaility is omparable to, or better than, the grid resolution ahieved for any previousnumerial studies whih simulated only a part of the faility.Additional work, known as overheads, are inurred in managing the parallelexeution and results obtained by eah of the proessors must be shared with theothers. When setions of the ode must be solved on a single proessor, additionalproessors remain idle. These fators introdue work that would not otherwise haveto be done and although the turn-around time may still be redued, the parallelsolution an be ineÆient and the time advantage of parallelism greatly redued.1.3 Experimentation and Validation of the Simu-lationsIn order to ahieve a reliable representation of the ows, numerial simulations ofshok tunnel failities must be validated using experimental results. This is essentialsine there are many fators that an a�et the auray of the simulations, inludingappliability of the gas models, the orret representation of the geometry of thefaility and the validity of the assumptions that are made.MB CNS has been validated using many test ases outlined by Jaobs [111, 114℄.In addition to this, the ode has been used in many previous numerial studies, for



1.3 Experimentation and Validation of the Simulations 11example, the simulation of expansion tube ows [113℄, whih further demonstrates itsability with a range of ompressible ow problems. Two further piees of validationof the numerial tehniques used are provided in this thesis: the interation ofshok waves with ylindrial bubbles and the experimental results obtained fromexperiments onduted in the Drummond Tunnel faility.The Drummond TunnelThis study uses the Drummond Tunnel to establish modelling tehniques beause itis relatively simple in operation, using a single, mehanially piered diaphragm. Itis also small in size, meaning that �ne resolution of ow features an be ahieved.The Drummond Tunnel operates in a regime in whih the limited stagnation tem-peratures mean that the simulations are not dependent on the modelling of thethermohemial e�ets of moleular exitation, ionization and dissoiation. Oper-ating at relatively low enthalpy, the faility appears less suseptible to driver gasontamination than the larger T4 free piston shok tunnel.Three series of experiments were performed in this faility. These experimentsused two di�erent operating onditions, one roughly tailored and the other over-tailored. The experiments provide sets of measured data whih an be used tovalidate the numerial simulations. The simulations are provided with only thegeometry of the faility and the initial operating onditions. This means that,in order to reprodue the observed experimental results, the modelling tehniquesimplemented must be aurate, the assumptions made must be appropriate and allof the relevant physis must be inluded.Shok Indued Deformation of BubblesThe aurate modelling of the interfaes separating multiple omponent gases isessential to the shok tunnel ow simulations. The interation of shok waves withbubbles of light gas and heavy gas is studied as a test ase for the ability of theode in modelling the shok indued deformation and instability of these interfaes.Unlike the interfae interations ourring in a shok tunnel, this ase has detailedexperimental photographs, obtained by Haas and Sturtevant [89℄, whih an beompared diretly with the simulations.



12 Introdution1.4 Outline of the ThesisThe primary motivation for this thesis is to provide a better understanding of theows in shok tunnel failities through the development of numerial simulations.Towards this, the spei� aims of this thesis are:1. To develop time dependent simulations of a reeted shok tunnel failityoperated at the University of Queensland, overing the omplete faility, fromthe driver setion through to the dump-tank.2. To use these simulations to investigate the non-ideal ow phenomena thatour in shok tunnel failities. This investigation fouses on the prematureontamination of the test ow with driver gas and the generation of the highlevels of noise experiened in the test ow.3. To develop eÆient parallel versions of the CFD ode MB CNS, using OpenMPand MPI, in order to use the large omputational meshes that are required tosimulate the omplete faility with suÆient resolution.4. To investigate the appliability of the numerial tehnique known as SmoothedPartile Hydrodynamis (SPH) by developing a full CFD ode based on thetehnique and applying it to ompressible ow test ases. As this tehnique isomputationally expensive, it is also neessary that this ode be able to solvethe ow �eld in parallel.The thesis is arranged as follows:Chapter 2 disusses the operation of a reeted shok tunnel, �rst assuming idealoperation and then examining the non-ideal proesses ourring during theoperation of a real shok tunnel. The premature ontamination of the testow with driver gas is disussed in detail beause the investigation of thisphenomenon is one of the prinipal subjets of the simulation and disussionovered in Chapter 7. Chapter 2 also desribes the experiments that wereperformed in the Drummond Tunnel by Dr. D. R. Buttsworth and the resultsobtained by these experiments.Chapter 3 desribes the numerial methods used by both MB CNS and the SPHode. It is demonstrated that, although the MB CNS uses a �nite volume Eu-lerian formulation and SPH uses a partile-based Lagrangian formulation, thetwo approahes model what are fundamentally the same equations desribingthe motion of a ompressible uid. A review of previous numerial models ofreeted shok tunnel failities is also provided in this hapter.



1.4 Outline of the Thesis 13Chapter 4 provides a review of parallel omputing tehnology, in the ontext ofCFD appliations, both in software and hardware. This review provides abasis for the seletion of the most suitable methods for ompressible CFD ap-pliations. The importane of stable standards in omputing is demonstratedand, as a result, OpenMP (using shared memory omputers) and the MessagePassing Interfae (MPI) (allowing the use of distributed memory) are seletedfor use in this thesis and are investigated in Chapter 5.Chapter 5 disusses the implementation of parallelism. A simple program for al-ulating � is used to introdue the onepts. The parallelisation of the CFDodes (MB CNS and the SPH ode) is then desribed in detail. Following this,the performane of MB CNS in parallel using the QPSF SGI Origin 3400 andthe APAC Compaq Alphaserver SC is examined. As the SPH ode is not usedin the shok tunnel simulations, the parallel performane of the SPH ode isdisussed in Appendix A.Chapter 6 desribes simulations of the interation of shok waves with ylindrialbubbles of light and heavy gases, whih is used as a test ase. The simulationof multiple omponent gases, in whih the interfae between the gases experi-ene hydrodynami instability, is demonstrated. With the aid of experimentalphotographs, simulating this interation proess provides a means of validat-ing the numerial tehniques used in the shok tunnel simulation in Chapter 7.Unlike the shok tunnel ows, this ase has experimental data in the form ofShadowgraph images, whih an be ompared diretly with the simulations.MB CNS is shown to provide aurate models of the shok-indued instabilityand deformation of interfaes between di�erent gases. This interation proessalso provides an interesting transient uid dynamis ase in its own right.Chapter 7 desribes simulations of the Drummond Tunnel faility. The details ofthe setup of the simulations in MB CNS are desribed. Following the valida-tion of the simulations with the experimental results desribed in Chapter 2,the simulations are used to investigate the ows through the shok tunnel. Thesimulation results are analysed in the ontext of partiular proesses ourringin the faility, fousing on the mehanisms leading to the ontamination of thetest ow with driver gas and the generation of the high levels of noise observedin the real faility.Chapter 8 provides onlusions, outlines the ontributions and the limitations ofthe simulations presented in this thesis and provides suggestions for futurework in this area.



14 Introdution



C H A P T E R 2

Shok Tunnel Theory andExperimentation
The development of reeted shok tunnels has been driven by the requirementfor produing high speed, high temperature ow in a ground based faility. Theearly history of impulse failities, leading to the development of the reeted shoktunnel was desribed briey in Chapter 1. Despite the development work that hastaken plae over time, aspets of the operation of reeted shok tunnels are notfully understood and the potential for signi�ant development work remains. Thishapter will begin by disussing the operation of a reeted shok tunnel. Followingthis, Setion 2.2 will ontinue by desribing experiments that were onduted inthe Drummond Tunnel, a small reeted shok tunnel operated at the University ofQueensland.2.1 Shok Tunnel OperationIn this setion, the operation of a shok will be desribed, �rst using idealiseddesriptions and then examining some of the non-ideal ow phenomena that a�ettheir operation. Partiular attention will be given to the proesses that are thoughtto ontribute to the premature ontamination of the test ow with driver gas.2.1.1 Ideal OperationThe starting ondition for an idealised shok tunnel is shown in Figure 2.1. A highpressure driver gas is separated from a low pressure driven gas by the primarydiaphragm. The shok aelerated driven gas beomes the test gas, whih owsthrough the test setion. The seondary diaphragm is used to separate the drivengas from the initially evauated test setion.The operation of these failities is initiated by the rupture of the primary di-aphragm releasing the high pressure gas into the low pressure gas. One released,the driver gas expands into the driven gas. This sends a shok wave through the



16 Shok Tunnel Theory and Experimentation
secondary diaphragm

nozzle and test section

primary diaphragm

driver section shock tube

Figure 2.1: Initial onditions and layout for an idealised shok tunnel.driven gas, ompressing and heating it. The shok aelerates the driven gas to-wards the downstream end of the shok tube. Following the shok wave along thetube is the ontat surfae (or interfae) between the driver and driven gases. Thisstate is shown in Figure 2.2, in whih the inident shok and the ontat surfae aremoving along the tube.
expansion shockcontact surface

Figure 2.2: Idealised shok tunnel with the inident shok and ontat surfae travellingdownstream. The unsteady expansion is seen eminating from the primary diaphragmloation.Under ideal onditions, suh as ow without wall boundary layers or real gase�ets, the shok wave and ontat surfae would be planar, moving at onstant ve-loity, and the ow between the two waves would be uniform. Without the inueneof boundary layers, the ow is one-dimensional.One the shok reahes the end of the tube it reets o� the end wall and travelsbak upstream through the tube and into the onoming test gas; this reeted shokbrings the test gas to rest. This stationary, high temperature, high pressure gas isthen expanded through a onverging-diverging nozzle into the test setion, providinga high veloity, high Mah number test ow. This state is shown in Figure 2.3, inwhih the test gas supply is stagnated at the end of the tube and is being expandedthrough the nozzle as the test ow. Ideally the test time is limited by the �nitemass of the test gas, lasting until the driven gas is exhausted.
expansion shockcontact surface

Figure 2.3: Idealised shok tunnel with the inident ontat surfae, the reeted shoktravelling bak upstream and the test gas being expanded through the nozzle into the testsetion.



2.1 Shok Tunnel Operation 17At a later time the reeted shok rosses the ontat surfae. This is an im-portant interation in the operation of the shok tunnel. Depending on the initialonditions, additional waves may be generated by this interation, known as tailor-ing waves, whih will be desribed in Setion 2.1.2.In the x-t diagram, the upstream end of the unsteady expansion of the drivergas an be seen to reet from the upstream wall of the driver setion and travelrapidly down the tube as a u+a wave. These waves an arrive at the stagnated testgas early enough to end the test time for some operating onditions.In an idealised shok tunnel, the test ow is steady and lasts from the time thatthe shok reets from the end wall of the tube until either [248℄:1. all of the stagnated test gas has expanded through the nozzle2. tailoring waves propagate into the test ow3. the reetion of the unsteady expansion reahes the test ow2.1.2 TailoringThe use of tailored onditions in a shok tunnel was �rst desribed by Wittli� [248℄.The onditions of the driver and driven gases are said to be tailored if no additionalwaves are reated by the interation of the reeted shok with the inident ontatsurfae. Tailored onditions are haraterised by the ability to produe a steadynozzle supply pressure and an interfae that is stationary following the passage ofthe reeted shok. If the reeted shok is to pass through the interfae withoutgenerating any additional waves, the driver and driven gases must be at equal pres-sure and veloity behind the reeted shok [27℄. This means that the ondition fortailoring is that the pressure and veloity hange aross the reeted shok shouldbe the same in the two gases [248℄.When the reeted shok reahes the onoming ontat surfae, at tailored on-ditions the momentum hange imparted by the shok on both the driver gas and thedriven gas is the right amount to stop both of them. With over-tailored operation,the driver gas has too muh momentum after the interation and ontinues forwardinto the stagnated driven gas. With under-tailored operation, the driver gas doesnot have enough momentum to ome to rest and is pushed bak, ending up withbakward veloity after the passage of the shok. Figure 2.4 shows x-t diagrams forthe three tailoring ases.In the over-tailored mode of operation, a series of reeted shoks are produedwhih move into the nozzle supply region. This mode of operation allows the on-tat surfae to ontinue to move towards the nozzle, inreasing the likelihood of



18 Shok Tunnel Theory and Experimentationontamination. In the over-tailored ase, the reeted waves quikly propagate intothe stagnated test gas, and end the test time early.In the under-tailored mode of operation, the interation results in expansionwaves being propagated into the nozzle supply region. This auses the nozzle supplypressure to derease, but does ause the ontat surfae to move bak upstream,potentially reduing the hane of driver gas reahing the test ow.

Figure 2.4: x-t diagrams showing under-tailored, tailored and over-tailored onditions atthe reeted shok, ontat surfae interation. Reprodued from Matsuo [144℄.Until around 1992 it was believed that running a shok tube with the driverundertailored would help to prevent driver gas ontamination. Causing the ontatsurfae to reeed after the passage of the reeted shok was thought to prevent thedriver gas from being able to penetrate the bifurated reeted shok and ontam-inate the test ow. This is now not believed to help the problem signi�antly andmost shok tunnels are run with tailored onditions.2.1.3 Non-ideal OperationThe test times produed by real shok tunnel failities are a fration of those pre-dited by idealised models of their operation. This redution in test time is ausedby non-ideal proesses that our during the operation of a shok tunnel. These pro-esses are predominantly driven by the formation of visous boundary layers on thewalls of the shok tube. These boundary layers are formed as the shok propagatesalong the tube.The theory of Mirels [148℄ has been used extensively to estimate the e�et thatvisous losses have on shok tunnel operation [206, 240℄. This theory estimates theamount of test gas lost to the boundary layer as a funtion of the shok Mah num-ber, the test gas density and the tube geometry. The theory of Mirels is supportedby the experimental observations of Glass and Patterson [79℄.The ontat surfae an be thought of as a piston driving the shokwave. Inthis analogy, the ontat surfae would be a leaky piston, in that mass is being



2.1 Shok Tunnel Operation 19removed into the boundary layer at the ontat surfae [148, 138℄. The boundarylayer material moves more slowly than the ontat surfae and so, this driven gasis overtaken by the driver gas. This ow of material from the test gas, around theontat surfae and into the driven gas auses the ontat surfae to aelerate [255℄.The separation distane is the distane between the shok and ontat surfae.In an ideal shok tunnel, the separation distane inreases as a linear funtion of thedistane from the wall. The e�et of the visous boundary layers, ats to redue theseparation distane through the attenuation of the shok and the aeleration of theontat surfae. Mirels [147℄ showed that, at some limiting distane, the test massowing into the boundary layer would be equal to the test gas owing aross theshok, resulting in a steady separation distane. As the length to diameter ratio ofthe shok tube is inreased and as the initial pressure in the shok tube is redued,the boundary layer e�ets beome more pronouned [65, 147℄.This attenuation results in a loss of test time as the separation distane is de-reased. Hooker [104℄ provides that, as a general rule, the atual test ow is aboutone-third to one-quarter of the theoretial predition. It also auses total enthalpyto be lost and the ow onditions in the test setion to beome unsteady [248℄. Thegrowth of this boundary layer, in the region between the shok and the ontatsurfae, results in a slight inrease in the pressure through this region as a funtionof the distane from the shok [198℄.Skinner [212℄ states that the loss of test gas is predominantly from near theupstream end of the test gas slug. As a result of this Skinner believed that the testgas lost to the boundary layer is likely to be unusable in the test setion.The non-ideal operation is depited in the x-t diagram in Figure 2.5. Like theidealised x-t diagram, the motion of the shok and the ontat surfae an be seen;however, in this �gure the shok is shown to deelerate and the ontat surfae isshown to aelerate and mix as the ow propagates along the tube. The resultingderease in the separation distane, and therefore test time, is evident.Turbulene in the Boundary LayersThe boundary layers in the Drummond shok tunnel resulting from the ow ondi-tions studied in this thesis are almost ompletely turbulent. Assuming a transitionReynolds number of 1�106, the boundary layers undergo transition at a distane of15mm from the inident shok position. Turbulene in the boundary layers alongthe shok tube have a signi�ant e�et on the operation of the faility.The e�et of turbulent boundary layers on shok tunnel ows was investigatedby Mirels [148℄. Turbulene in the boundary layer inreases transfer rates to the
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Figure 2.5: x-t diagram of a non-idealised shok tunnel, showing the attenuation of theshok and aeleration of the ontat surfae. The mixing at the ontat surfae is alsoshown. Reprodued from Dewey and Anson [57℄.boundary layer inreasing these e�ets. Mirels demonstrated ases in whih theinuene of turbulent boundary layers redued the test time ow duration ahievedto a fration between 0.1 and 0.5 of the theoretial value.The theory of Mirels [148℄, ommonly applied to laminar boundary layers, anbe applied to turbulent boundary layers. A later study by Fuehrer [72℄ measuredthe test time obtained in both hydrogen and air in a high pressure shok tunnelto be onsiderably less than that predited by Mirels' turbulent boundary layertheory. This onlusion was also reahed by the experimental study of Jaey, Jr.[117℄. Fuehrer [72℄ proposed modi�ations to the theory of Mirels to aount for thisdi�erene. Other studies of the e�et of turbulent boundary layers were ondutedby Bazhenova et al. [12℄ and Dumitresu, Brun and Sides [66℄.A laser-indued uoresene image of an inompressible turbulent boundary layeris shown in Figure 2.6. This �gure qualitatively demonstrates the signi�ant di�er-enes between a turbulent boundary layer and the laminar boundary layer.2.1.4 Diaphragm RuptureIn almost all shok tunnels and expansion tubes, the diaphragm initially separatingthe driver gas from the driven gas is made of metal. The use of a metal diaphragmmeans that the initial onditions in these failities are very di�erent to an instanta-neous removal of the separation between the two gases. The atual opening proessis gradual and is dependent on the omplex manner in whih the metalli diaphragm
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Figure 2.6: A laser-indued uoresene image of an inompressible turbulent boundarylayer. The ow is from left to right. The Reynolds number based on momentum thiknessis 700. Reprodued from Wilox [244℄.deforms and ruptures.It is a ommon pratie to sore the diaphragm material. In the experimentsused in this study, the rupture of the diaphragm was initiated with the pieringof the diaphragm with an auated spike. Soring and piering are used in orderto produe a more repeatable and symmetrial rupture proess. The diaphragmeventually tears along lines of natural or enfored weakness, folding outwards aspetals of diaphragm as the driver gas spills through it.The rupture of the primary diaphragm has a signi�ant e�et on the resultingow. For this reason, simulations of the omplete shok tunnel faility should inludea model that aounts for the e�et of the rupture proess.The diaphragms that were used in this study are 1mm thik aluminium, separat-ing a 59mm driver setion from a 62.2mm shok tube and are piered to initiate therupture proess. The literature review is limited to the harateristis of diaphragmssimilar to these. Used diaphragms from the Drummond Tunnel were investigated,indiating that the rupture proess is roughly symmetri, resulting in petals thatare roughly the same size and the opening proess leaves a irular ross-setionaveraging 57mm in diameter.With almost all shok tube ows being initiated with the rupture of a metaldiaphragm, and little being known about, not only the mehanis of the proess,but its e�et on the resulting shok tube operation, experimental studies aimedto provide an understanding of the proess. Experimental studies attempting tounderstand, and quantify, the proess, inluded: White [243℄; Campbell, Kimberand Napier [36℄; Simpson, Chandler and Bridgman [209℄; Rothkopf and Low [197℄;and Hikman, Farrar and Kyser [99℄. An aim of these studies was the developmentof simpli�ed analytial models of the e�et of the rupture proess on the ow.These models were often inaurate when applied aross a variety of diaphragmharateristis and ow onditions.



22 Shok Tunnel Theory and ExperimentationIn the most relevant study, Rothkopf and Low [197℄ performed an experimentalstudy of the opening proess of various types of diaphragms. Their study inludeda qualitative analysis of how diaphragms with di�erent harateristis ruptured anda quantitative study of the hange in projeted area through the open aperture asa funtion of opening time. The projeted area was measured by ontinuously mea-suring the amount of light passing through the diaphragm using a photomultiplier.Their study onsidered the rupture of various thiknesses of diaphragms made ofaluminium, opper and brass, using a 54mm square shok tube setion. Figure 2.7shows the pro�les of diaphragm opening times that were obtained by Rothkopf andLow [197℄. In the �gures, both the areas and times are normalised by their �nalvalues. The similarity of the e�et of the di�erent diaphragms is evident in this�gure, as all of the pro�les have the same general shape: at �rst there is a slowinrease in the open area, but after the area has opened to around 20% of the �nalarea, the rate of opening is roughly linear. The rate at whih the opening oursvaries between diaphragm materials, thiknesses, and the shape of the aperture. Fora given size, the rupture proess is similar, exept that the proess is slower than foran equivalent square ross setion. Towards the end of the opening proess, the rateof opening again slows. Of partiular interest to this study is the pro�le of rupturedarea versus time of the aluminium diaphragms observed in their study. This pro�leis shown in Figure 2.8, along with the pro�le for the opper diaphragm.

Figure 2.7: Normalised opening time urves for square aluminium, opper and brassdiaphragms of varying thiknesses and apertures. The graph shows the similarity of thepro�le of open area versus time for diaphragms with di�erent harateristis. Reproduedfrom Rothkopf and Low [197℄.The results of Rothkopf and Low [197℄ indiate that, being relatively brittle, verylittle bulging of the diaphragm is observed with the aluminium diaphragms. Thebehaviour of opper and brass diaphragms is very di�erent and signi�ant bulgingof these diaphragms was observed. The thikness of the diaphragm determined
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Figure 2.8: Normalised pro�le of open area versus time for aluminium diaphragms. Re-produed from Rothkopf and Low [197℄.the pressure at whih the diaphragm ruptured, but did not have an a�et on theamount of bulging observed. The aluminium diaphragm, unlike the other metals,was observed to rupture in a symmetri manner.In a later paper Rothkopf and Low [196℄ examined the period of shok formationand the resulting initial shok speeds in detail. The initial shok speeds were low andapproahed the ideally predited level over a distane quoted as the shok formationdistane. This distane was found to be proportional to the e�etive opening timeof the diaphragm and inversely proportional to the average of the sound speeds ofthe driver and driven gases.In a real shok tube, as with the ideal representation, the primary shok beomesplanar very quikly. This distane is a funtion of the opening time [209℄, but isusually within two tube diameters of the diaphragm [35℄. The development of theprimary shok following the rupture of the diaphragm has been desribed by Petrie-Repar [176℄.The ontat surfae is also initially distorted due to the way the gas spills throughthe slow opening diaphragm. The majority of the distortion ours as the drivengas and the driver gas spills through the diaphragm opening. The ontat surfaeis also a�eted by its interation with the spherial parts of the shok, whih reetbak and forth aross the tube. The dynamis of the metal material fragmentsbroken from the diaphragm also ause distortion of the ontat surfae. Unlike theshok, the ontat surfae is not stable and does not inherently beome planar withtime. The development of the ontat surfae as it progresses along the shok tubeis disussed in Setion 7.3.6.In addition to the experimental studies, further insight into diaphragm rupturemehanis was sought in numerial simulations. Early simulations were performedby Satofuka [201℄ and Outa, Tajima and Hayakawa [169℄, who modelled the opening



24 Shok Tunnel Theory and Experimentationdiaphragm as an iris.Later, Cambier, Tokarik and Prabhu [35℄ performed axisymmetri simulationsof the ow resulting from a gradually opening diaphragm. Their simulations demon-strated that: the primary shok beomes planar very quikly; the ontat surfaeforms a omplex shape distorted by the rupture proess; and showed the ompliatedwave struture behind the ontat surfae dominated by a Mah disk. It was notedthat that ontat surfae did not beome planar with time, but would ontinue toevolve along the shok tube.Petrie-Repar [176℄, and Petrie-Repar and Jaobs [177℄, solved the mehanis ofthe rupturing diaphragm using an unstrutured, �nite-volume ode. The simulationsahieved a high resolution through the use of an adaptive mesh. The simulationswere invisid and were only onerned with the early development of the ow fol-lowing the rupture of the primary diaphragm. This study investigated the e�etof varying the initial pressure ratios and the diaphragm opening time. A sequenefrom a simulations is shown in Figure 2.9.

Figure 2.9: Figure reprodued from Petrie-Repar [176℄ demonstrating the ow resultingfrom the iris based diaphragm rupture model used.Additional simulations were performed in Petrie-Repar [176℄; however, thesesimulations were based on the rupture of the thin seondary diaphragms made fromMylor. These simulations are made around two assumptions: the �rst model as-sumes that the diaphragm vaporises immediately after the arrival of the inidentshok, and the seond model assumes that the diaphragm shatters into a number ofpiees whih an be treated as rigid bodies.



2.1 Shok Tunnel Operation 25Rothkopf and Low [197℄ made experimental observations using similar diaphragmsto the ones used in the Drummond Tunnel (aluminium material; 1mm thikness;54mm square setion instead of a 62.2mm irular setion; pre-sored instead ofpiered). It is thought, based on their observations that the harateristis of therupturing proess an be aptured relatively well with an iris based model. The rup-ture is relatively symmetri, does not involve a signi�ant bulging of the diaphragm,and with this small amount of deformation, a small amount of energy taken outof the ow. In e�et the diaphragm folds outward gradually inreasing the rosssetional area through whih driver gas an ow through, muh like the iris modelpredits.Zeitoun, Brun and Valetta [254℄ aount for the e�et of the rupture of theprimary diaphragm in their one dimensional model, stating that it results in astrong aeleration of the gas, followed by a slow deeleration.The implementation of the iris based model is desribed in Setion 7.1.4 and theow resulting from the used of this model is desribed in Setion 7.3.1.2.1.5 Shok ReetionWhen the shok reahes the end of the shok tube it reets from the end of the tubebak into the test gas. This means that the shok must reet from the upstreamend of the nozzle. Some failities, suh as the Drummond Tunnel, have a smoothonvergent upstream setion to the nozzle, while others have a at end wall. Therequirement for the nozzle on the end of the shok tube means that the shokreetion proess is a omplex proess; however, the inherent stability of the shokmeans that it will rapidly oalese and beome planar.Many numerial studies examining the shok reetion proess have been on-duted, inluding Lee [129℄, Cambier et al. [35℄, Jaobs [111℄, Craddok [53℄ andNishida and Kishige [164℄. The details of the shok reetion proess are disussedin these studies. These studies have ahieved agreement with experimental pho-tographs.The reetion proess has been observed to produe a vortex in the stagnatedow near the entreline [35, 111℄. This vortex has been observed to form duringthe reetion from di�erent types of nozzles. He [127℄ observed the prodution ofsigni�ant levels of noise in the stagnated gas resulting from this reetion proess.In most failities, the ratio of the nozzle throat area to the shok tube rosssetional area is small enough that the e�et of the air going into the nozzle is notsigni�ant and the shok is almost ompletely reeted, reating an almost stagnant,ompressed gas at the end of the shok tube. The strength of the shok adjusts itself



26 Shok Tunnel Theory and Experimentationto provide a onstant pressure at the nozzle entrane, even though gas is owingout of the shok tube [248℄.Lee [129℄ simulated the proess of shok reetion from Amann's reetion nozzle[4℄. This nozzle is two dimensional and has a at surfae at the end of the shok tube,with a small anulus into the nozzle; this makes the reetion proess more simplethan in the Drummond Tunnel. These simulations only modelled the last 40mmof the shok tunnel, whih auses problems at later times as the shok reetedfrom the downstream wall, ontaining the nozzle anulus, reah the upstream inowboundary. Before this time, the simulations ompared well with the experimentalshadowgraphs of Amann [4℄.2.1.6 Interation of the Reeted Shok withthe Boundary LayerAs the inident shok moves along the tube it grows a boundary layer on the wallof the shok tube behind it. When the shok reets from the nozzle at the endof the tube, it must travel bak upstream through this boundary layer. Soon afterreetion, the shok forms a Mah interation near the wall of the tube. This proessis aused by its interation with the boundary layer.The energy de�ient boundary layer material does not have enough energy toross the normal shok and instead builds up at the foot of the shok. The stagnationpressure of the boundary gas is less than that of the free stream gas. This ausesthe shok to bifurate and the ore ow to separate as it passes around the footmaterial and through the oblique shok struture that is built up. Due to theentropy di�erene between the gas that has passed through the normal shok andthe gas that has passed through the oblique shoks, a shear layer is formed. Thisshear layer is unstable and has been shown to form disrete vorties [240℄.This interation phenomenon was �rst desribed by Mark [141℄. Mark demon-strated that for inident shok Mah numbers between a ertain range the stagnationpressure of the uid in the boundary layer is exeeded by the pressure behind thereeted shok. For the experimental onditions investigated by Mark, the rangewithin whih the material would build up at the foot of the shok was inident shokMah numbers of 1.3 to 6.4. Mark also showed that the gas emerging from the twooblique shoks has a higher veloity than the free stream gas.Mark developed a generalised model of the phenomena, apturing what the au-thor thought were the important features of the ow. This model was developedfurther by other authors, inluding Sanderson [200℄. Figure 2.10 shows a shematiof the interation proess used in Sanderson.
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Figure 2.10: A shemati of the modi�ed version of Mark's [141℄ representation of theshok boundary layer interation used in Wilson, Sharma and Gillespie [247℄.Wall jetting of the driver gas leading to early ontamination of the stagnatedregion and therefore of the test gas. Also the driver gas is relatively old andtherefore, as well as ontamination of the test gas, the driver gas ools the test gasprematurely. While the gas being jetted through the shok is also driven gas, theheat added to the gas from its interation with the two oblique shoks is negligiblysmaller than the heat added through the normal shok [27℄. This means that thisproess, although imparting veloity on the gas jetted along the walls, does notintrodue signi�ant temperature utuations in the region behind the reetedshok; however, when the reeted shok reahes the ontat surfae, old drivergas material an be jetted through the shok foot into the hot test gas.Another important ontribution by Mark [141℄ was the identi�ation of a limiton Reynolds number for the e�et to be reorded experimentally. Mark stated thatthe piture gradually hanged as the Reynolds number was inreased until the e�etdisappeared almost ompletely. This was presumed to orrespond to the boundarylayer beoming turbulent. A Reynolds number of 900,000 was identi�ed in two setsof experiments as the limit for the observation of the bifurated shok foot. ThisReynolds number was stated as the transition Reynolds number for the ows used inthe sets of experiments. With the turbulent boundary layers, experimental resultswere reported to have shown a normal shok propagating along the tube, with slightforward onavities at the walls of the tube. It was believed that the same shokbifuration was ourring as with the laminar boundary layer, but on a smallersale so as not to show up on the photograph. Rudinger [198℄ also noted that thebifuration of the foot of the reeted shok does not our for turbulent inidentboundary layers, with the reeted shok tending to remain as a planar shok front.Davies and Wilson [55℄ extended Mark's model by aounting for the e�et of the



28 Shok Tunnel Theory and Experimentationgrowth of the interation region.Bull and Edwards [27℄ investigated the interation proesses in a blanked endshok tube by tagging driver gas, by making it infrared ative, in order to obtaindiret evidene of its arrival at the end wall. A H2 driver gas was tagged by mixing itwith small quantities of CO2, whih is an infrared ative permanent gas. Various testgases were used. The results obtained evidene of the premature arrival of driver gasat the end wall following the reetion of inident shok waves in the Mah numberrange from 2 to 6, in a Nitrogen test gas. These results pointed to a strong shokbifuration proess in this gas. The durations before the arrival of driver gas inthe stagnated test gas were in agreement with theoretial analyses based on Mark'smodel. They showed that for a monotomi test gas, suh as with Argon used in theirstudy, little or no shok bifuration ours, and the period before the arrival of thetest gas was onsiderably longer than those observed in Nitrogen. The arrival timesin Argon orresponded with the predited arrival times of the reeted expansionfrom the driver end of the shok tube. Bull and Edwards believed that their resultsgave support for the primary ause of ontamination being the shok bifurationand jetting, rather than ontat surfae instability or the mehanis of the primarydiaphragm opening.Taylor and Hornung [233℄ investigated the e�ets of real gas e�ets and shoktube wall roughness on the interation proess. The experiments were onduted atsuÆiently high shok speed to produe vibrational exitation and dissoiation ofthe Nitrogen and Carbon Dioxide test gases. The experimental results were shownto be in reasonable agreement with a modi�ed version of Mark's model for theNitrogen experiments; however, there were large disrepanies for the Argon andCarbon-Dioxide gases.Numerial simulations of the shok boundary layer interation proess ourringin a shok tunnel will be desribed in Setion 3.3.2.1.7 Development of the Contat SurfaeThe ontat surfae is heavily dependent on the mehanis of the rupturing di-aphragm [176℄. It is also dependent on its stability properties as it moves along theshok tube [20℄. Despite the importane of the ontat surfae shape and hara-teristis on the resulting ow, the diÆulty in obtaining experimental data on theontat surfae has meant that publiations in this area are limited in omparisonto other areas.Experiments on the ontat surfae were performed by Hooker [104℄ in a lowpressure, small diameter shok tube. This ombination of low pressure and small



2.1 Shok Tunnel Operation 29diameter inreases the importane of visous e�ets [65℄. A rake of heat ux probesinserted into the ow was used to determine the shape of the ontat surfae, aswas done in this study. These measurements indiated that the ontat surfae wasturbulent, but had an essentially planar pro�le. This planar pro�le was observedat 1.05m up to at least a distane of 4.7m. The ontat surfae was desribedas a region of widely varying omposition and temperature, the extent of whih isalmost solely a funtion of the tube geometry. These observations are believed tobe inuened by the low pressure, small diameter onditions studied. They alsoneglet the stability of the ontat surfae and, therefore, the operating onditionsas a fator.Experiments show that by the time the shok has made it to the end of the shoktube and the test ow begins, the interfae between the driver gas and the drivengas is turbulent. This turbulent region, along with boundary-layer e�ets and othere�ets, usually engulfs a signi�ant part of the heated driven gas; in some ases upto half of the total driven gas [206℄. Cambier, Tokarik and Prabhu [35℄ disussedthe e�ets that the Rayleigh-Taylor instabilities may have on the development of theatual ontat surfae in a shok tunnel. Cambier et al. took into aount visouse�ets whih slowed down the ontat surfae at the walls, but the jetting of theontat surfae near the walls relative to the entre of the tube was evident [176℄.Zuev, Vasilieva and Mirshanov [255℄ studied the ontat surfae in a shok tubeover a range of Mah numbers from 3.5 to 13.5 using X-ray diagnosti tehniques.The authors stated, based on their experimental observations that the loss of testgas to the mixing region at the ontat surfae is more signi�ant than the loss tothe boundary layer as observed by Mirels [148℄.Houwing et al. [106℄ observed the ontat surfae in the T3 shok tunnel usingdi�erential interferometry. The instability of the ontat surfae was observed and,for regions in whih the ontat surfae was deelerating, long tongues of gas weremeasured to penetrate from the heavy driver gas into the light test gas.2.1.8 Interation of the Reeted Shok with the ContatSurfaeThe interation of the reeted shok with the ontat surfae ours between thereeted shok, following its interation with the boundary layer, and the ontatsurfae that has evolved along the length of the shok tube. Signi�ant amounts ofvortiity an be generated at this interation proess, as a produt of the Rihtmyer-Meshkov instability [26℄. The interation of the reeted shok with the ontatsurfae has reeived less attention that the interation with the boundary layer. The



30 Shok Tunnel Theory and ExperimentationRihtmyer-Meshkov instability was desribed and demonstrated, for the interationof a planar shok wave with a ylindrial bubble, in Chapter 6.Dumitresu, Popesu and Brun [67℄ disussed the interation of the reetedshok with the ontat surfae, following its interation with the boundary layer.In order to investigate the e�et of the reeted shok interation proesses on thenozzle supply region they onduted a study of the shape of the inident ontatsurfae and the inuene of the shape of the boundary layer on it. A hot-wire probewas used, whih was plaed at various distanes from the diaphragm, to detetthe arrival of the ontat surfae. The boundary layer remain laminar throughtheir study. The experimental studies onduted in two failities, using variousombinations of driver and driven gases, operating with ranges of pressures. Thesefailities are blanked end shok tubes, with sensors plaes at loations on the tubewalls and the end plate.Dumitresu, Popesu and Brun were unable to provide detailed explanationsof the ow features indiated in their results and it was onluded that detailedvisualisation of the ow in the region between interation proess and the end wallwould be useful. It was demonstrated that, even when the interation proess wasourring on the shok tube wall, no disturbanes reahed the entre of the endplate. This onlusion ould indiate that these disturbanes would not reah anozzle entrane in an equivalent shok tunnel; however, with the stagnated gasowing out through a nozzle, this ow would likely promote these disturbanes inreahing the test ow.The authors onlude that the temperature utuations deteted at the end wall,soon after the reetion of the shok wave, are due to the jetting of gas throughthe bifurated foot of the shok. In ertain ases, and in ontrast to the pressuremeasurements, temperature rises are deteted for a range of tailoring onditionsand was believed to be due to the instability of the ontat surfae. The degreeof stability of the ontat surfae, and therefore the suseptibility to this e�etdepended on the gases used in the operation while at tailored onditions. A pressuregauge on the end wall deteted the arrival of tailoring waves from the interationof the reeted shok with the ontat surfae. A heat transfer gauge showed adisturbane orresponding to a inrease in wall temperature either below of abovetailoring; this disturbane was even shown to our when the tube was operated atroughly tailored operating onditions (with a shok Mah number of 3.65). The endwall pressure was shown to be pratially onstant, as would be expeted.The possible explanation provided by the authors for this e�et is the arrivalof old driver gas at the end plate, arriving there due to the instability at theinteration with the reeted shok. This gas has a high density and a residual



2.1 Shok Tunnel Operation 31veloity at the end plate and may have resulted in the temperature rise. Gaugesnear the wall of the tube at the end plate showed that this disturbane reahesthe entre of the end plate signi�antly before (about 3ms) the outer part of theend plate. This indiates that the disturbane moves along the entre of the tube.Above tailoring, the duration of the undisturbed ow at the end plate oinides forthe heat transfer gauges at the entreline and end plate edge, and for the pressuresensor. This indiates that for the over-tailored onditions, the disturbane is thetailoring wave, rather that the unstable driver gas.2.1.9 Driver Gas ContaminationIn a real shok tunnel only a fration of the test gas is used before waves from othersoures enter the test ow. As a result of this, the period of steady pressure in thetest ow has been used as the measure of test time [12℄. Stalker and Crane [221℄showed that the arrival of driver gas in the test ow, and with it the end of the testtime, an our earlier than the loss of steady pressure. The arrival of driver gas inthe test ow auses the end of the test time as it renders the test ow unusable fortesting. Even if the driver gas is the same type of gas as the test gas, the driver gasis signi�antly older than the test gas and, therefore, the driver gas ools the testgas prematurely, a�eting the expanded test ow properties [228℄.Under ertain onditions, driver gas is projeted forward through the test gas byproesses ourring at the end of the shok tube, entering the test ow well before thesupply of test gas is exhausted. This proess is known as driver gas ontamination.It results from many omplex ow phenomena ourring in the shok tube, inludinginterations between the reeted shok and the boundary layer and ontat surfae.The predominant approah that has been taken to the investigation of driver gasontamination is the detetion of its driver gas in the test ow. This data an beused for either the investigation of trends in the data, or to identify the degree ofontamination for the partiular onditions used in the experiments.Skinner [212℄ designed and onstruted a time of ight mass spetrometer. Thisdevie was used in the test setion of the T4 shok tunnel to reord time historiesof all speies onentrations in the test ow. The detetion of the premature arrivalof driver gas in the test ow was the primary onern. The results shows thatontamination of the test ow ourred for nominal enthalpies above 10MJ/kg, withthe degree of ontamination beoming progressively larger for higher enthalpies.Skinner disussed many mehanisms whih ould have lead to the ontaminationobserved; however, no ertain onlusion as to the ause of the ontamination wasreahed in the study.



32 Shok Tunnel Theory and ExperimentationJenkins, Stalker and Morrison [115℄ provided one of the �rst trends that ouldbe used in the predition of ontamination. A qualitative relationship between theonstany of the stagnation pressure and the arrival of the driver gas was suggested.A gasdynamial detetor, onsisting of a small dut and a wedge was onstrutedby Paull and King [174℄ and Paull [173℄. The dut and wedge were arranged so thatthe dut would hoke for any test ow in whih the ontamination reahed a ertainlevel. This devie was used in the T4 shok tunnel and ould be used in onjuntionwith an experimental model in the test setion. Sudani and Hornung [227℄ designedsimilar detetors based on this onept, with modi�ations that provided greatersensitivity to the degree of ontamination. A two dimensional dut detetor wasdesigned whih allowed for visualisation of the ow through the dut.Methods of extending the test time by postponing, or preventing, the driver gasfrom reahing the nozzle throat have been proposed. The utility of these deviesgenerally assumes that the driver gas is jetted along the wall. Dumitresu [68℄proposed a devie with a slit opening at the orner of the end plate. Chue andDumitresu [44℄ showed, both numerially and experimentally, that this devie hadno e�et in preventing driver gas ontamination. In addition to this, Sudani andHornung [226℄ showed that suh a devie atually advanes the arrival of driver gasin the test setion. Cordoso et al. [37℄ proposed the same type of devie, exeptpositioning it further upstream. Numerial simulations indiated that this deviewould work; however, in experimental trials, it was ine�etive.Driver gas ontamination is the primary ause of the end of the test time in highenthalpy operation in failities suh as T4 [221℄. With the low enthalpy DrummondTunnel, any driver gas deteted in the test ow for the operating onditions used inthis study is after the test ow is already ended; however, this faility an still beused to investigate the mehanisms leading to driver gas ontamination.2.1.10 Test Time and Flow QualityA rigid de�nition of test time permits no variation of ow properties; however, noisefrom the development of the ow through the faility means that there will be u-tuations even during the test ow. The test time is usually de�ned as the durationfor whih the variation in the ow properties is within an aeptable tolerane [212℄.Test time limits the size of models that an be used in these failities due tothe requirement on ow establishment time. Depending on the type of model beingtested, the test ow length is required to be 3 times the length of the model, inorder for a steady ow to be established during the test [212, 115℄. The short test



2.1 Shok Tunnel Operation 33times are also important for pratial reasons, by preventing damage to the modelsor the failities themselves, aused by high temperature gases being produed.In an ideal shok tunnel the test time is ended by the exhaustion of the driver gasslug, or the arrival of tailoring waves or the reeted expansion in the test ow. Inthe operation of a real shok tunnel faility, the test ow duration is further limitedby non-ideal e�ets, inluding:1. the redution of the separation distane aused by the visous attenuation ofthe shok and aeleration of the ontat surfae.2. transient waves as the nozzle test ow starts and break down3. the premature arrival of the driver gas in the test ow (driver gas ontamina-tion)Thermohemial E�etsHigh temperatures are aused by the stagnation of the test gas with the reetedshok. As a results of these high temperatures, the thermal energy of the gas anbe suÆient to exite the rotational and vibrational states of the moleules, ausedissoiation and ionization and promote hemial reations.This gas remains e�etively frozen at non-equilibrium onditions during its ex-pansion through the nozzle. This thermohemially modi�ed gas then ows throughthe test setion. Due to the relatively low stagnation temperatures experiened inthe Drummond Tunnel (below 1600K) these e�ets are not signi�ant in this study.This type of e�et must be given onsideration in larger failities suh as the T4 freepiston driven reeted shok tunnel, whih experienes signi�antly higher stagna-tion temperatures in its operation. These issues are not addressed in this thesis.Noise in the Test FlowEven during the time period that is relatively steady and is used as the test time,signi�ant utuations in ow properties are still present in the test ow. Noiselevels in shok tunnels are signi�antly higher than those in free ight. These u-tuations an impat on results by a�eting, for example, boundary layer transitionon the experiment [127, 202℄. In a reeted shok tunnel, noise would be expetedto originate through the non-ideal proesses that our throughout the ow devel-opment.Paull and Stalker [175℄ studied the generation of noise and and its e�ets in anexpansion tube ow. Paull observed that noise �rst appeared in the driver gas and



34 Shok Tunnel Theory and Experimentationwas then transmitted into the test gas, as the two gases propagate along the tube.The majority of this noise generated in the driver gas originates from the obliqueshoks that form due to the �nite rate of the primary diaphragm opening. Thenoise that was transmitted into the test gas was shown to remain in the test gas asit entered the test setion. It was shown that only the high frequeny omponentsof the noise in the driver gas gas ould penetrate the interfae between the drivergas and the test gas. The penetration of the noise into the test gas was found to belimited by a suÆient inrease in sound speed aross the interfae from the drivergas to the test gas. These observations are also appliable to noise in a reetedshok tunnel and the ontat surfae separating the driver gas from the driven gasin these failities.In addition to the transmission of noise from the driver gas, signi�ant levels ofnoise are generated diretly in the test ow gas. Noise is generated by the growingboundary layer in the test gas. The reetion of the shok from the end of the shoktube introdues signi�ant noise into the stagnated test gas. He [127℄ reordedpressure traes in the stagnated test gas in the T4 shok tunnel. Large aoustiwaves were observed in these traes, whih were believed to result from the shokreetion proess. As the shok travels bak upstream it auses noise to be generatedthrough its interation with the boundary layer and the ontat surfae.Noise is also introdued diretly into the test ow through turbulene in the noz-zle boundary layers [202℄. The rupture of the seondary diaphragm should not havea signi�ant e�et on noise levels in the test ow as the a�eted ow is dominatedby the nozzle startup waves.Although a number of transition experiments have been performed in these fa-ilities [93, 76, 1℄, little data is available on the e�et of free stream noise in the testow [202℄.To address the issue of noise levels a�eting the test ow, a number of `quiet'supersoni and hypersoni wind tunnels have been developed [15℄; however, it is alsoknown that enthalpy an have a signi�ant e�et on boundary layer transition [1℄and that these quiet failities do not orretly simulate the high enthalpy assoiatedwith hypersoni ight.



2.2 The Experimental Study 352.2 The Experimental StudyOver the period from 1998 to 2000, Dr. David Buttsworth performed a series ofexperiments in the a shok tunnel loated at the University of Queensland. Theseexperiments were designed to investigate the ow development through a shoktunnel. The results from these experiments provide experimental data with whihnumerial simulations an be ompared, ensuring that the numerial tehniques andassumptions are appropriate. No test artile was plaed in the test setion in theseexperiments (apart from the probes) as they were designed spei�ally with the aimof investigating the ow development within the shok tunnel. This setion outlinesthe equipment used and the data obtained in these experiments.2.2.1 The Drummond TunnelThe experiments were onduted in the Drummond Tunnel faility, also known asthe Small Shok Tunnel (SST) Faility, whih is operated within the Centre forHypersonis at the University of Queensland. It is a relatively low enthalpy shoktunnel, onstruted by the Department of Defene in the 1970s in order to studyhemial reations ourring in shok heated gases [102℄. It was originally operatedin a straight-through on�guration, but was re-developed into a reeted shoktunnel.The details of the design and its operation as a reeted shok tunnel are de-sribed in two Department of Mehanial Engineering Reports: Austin et al. [7℄ andCraddok et al. [54℄. The layout of the Drummond Tunnel is shown in Figure 2.11and two photographs of the faility are shown in Figure 2.12. The whole tunnel isshown on the left, with the faility running from the bottom left of the piture tothe test setion and dumptank at entre right. A lose-up of the nozzle and testsetion shown on the right from the same angle.The faility onsists of a ylindrial tube made up of a driver setion, a shoktube setion and an exhangable nozzle. The test setion and dump tank enlose thedownstream end of the nozzle. The driver setion is 59mm in diameter for 770mm oflength and is 74mm in diameter for a further 230mm. It is initially separated fromthe shok tube by a 1mm thik Aluminium diaphragm. The driver setion ontainsa pneumati ylinder with a shaft running along the entre-line of the driver whihhas a spike on the end. The shaft and spike is atuated with the pneumati ylinderand is used to piere the diaphragm, initiating the rupturing proess and startingthe experimental shot. The pneumati ylinder �ts inside 74mm diameter part ofthe driver setion and is surrounded by a volume oupied by additional driver gas.The shok tube is 62.2mm diameter and is 3013mm in length. Three nozzles are



36 Shok Tunnel Theory and Experimentation

Figure 2.11: The layout of the Drummond Tunnel faility. Reprodued from Craddoket al. [54℄.

Figure 2.12: Photographs of the Drummond Tunnel faility taken during July 2002.used in the faility, a onial Mah 4 nozzle, a onial Mah 7 nozzle and a ontouredMah 7 nozzle. The test setion has optial aess through four 100mm diameterquartz windows. A dimensioned ross-setional view of the Drummond Tunnel, withthe detail of the driver setion and spike, is shown in Figure 2.13.The driver setion is �lled from bottled Helium or Nitrogen to a maximum ab-solute pressure of 6MPa. The shok tube is �lled with the test gas, whih is usuallyNitrogen or air. The test setion and dump tank, initially ontaining atmospheriair, are evauated before a test. A seondary diaphragm, made of ellophane orthin plasti, is used in the nozzle throat to separate the test gas from the shoktube. Under typial operating onditions, with He at 6MPa driving Air at 20 kPa,the tunnel produes a supply enthalpy of 2MJ/kg and a supply pressure of 2.2MPa[242℄.The Drummond tunnel provides a useful test-bed for investigating the ow de-velopment in a shok tunnel faility that:1. is relatively simple, using a single diaphragm whih is mehanially piered,
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Figure 2.13: Cross setion of the Drummond Tunnel faility with dimensions shown.The Mah 7 nozzle and the details of the driver setion and pierer are shown. TheMah 4 nozzle used in the experiments is exhangable with this nozzle. Reprodued fromCraddok et al. [54℄.making the �ring preditable, and its geometry is fully doumented and a-essible (inluding the nozzle pro�les). It does not have a free-piston driversuh as the larger T4.2. is small in size, meaning that �ne resolution of ow features an be ahievedusing a mesh with muh fewer ells than would be required to model a largefaility suh as T4; mesh resolution is ritial to aurate modelling of theboundary layers and shok interation proesses.3. has aurate and reproduible experimental results that are available in thisstudy. The experiments were onduted with a range of operating onditions,utilising an array of data aquisition equipment in the shok tunnel.4. operates in a regime in whih the limited stagnation temperatures redue thedependeny on other forms of moleular exitation, ionization, dissoiation andother thermohemial e�ets [242℄. Temperatures in the nozzle supply regionare limited to below 2000K. Although the numerial ode used in this thesis isapable of modelling high temperature ows, the dependeny on implementing�nite rate hemistry models are removed. Modelling is also not hindered by theextreme pressure ratios found in some failities, suh as super-orbital expansiontubes.5. is of interest in other researh. For example, it is being used to develop newoptial tehniques and in rare�ed ow researh [242℄). Being able to simulatethis faility aurately will be of bene�t to these projets.



38 Shok Tunnel Theory and ExperimentationThe modelling tehniques developed in this study an be extended to larger,more ompliated reeted shok tunnel failities, suh as T4, and expansion tubes.It is also believed that the onlusions reahed through simulations of this relativelylow enthalpy faility are appliable to the ows in high enthaply failities.2.2.2 Operating ConditionsThree sets of experiments were performed using produing two di�erent levels oftailoring: one resulting in over-tailored operation and the other in roughly tailoredoperation. Nitrogen was used as the test gas for all experiments. The over-tailoredase used Nitrogen as the driver gas and the tailored ase used Helium as the drivergas. Nitrogen driver experiments were onduted using a onial Mah 4 nozzle andalso with the end of the shok tube blanked o�. The Helium driver experiments wereperformed using a onial Mah 4 nozzle attahed to the end of the shok tube. Thethree operating onditions are listed in Table 2.1.Table 2.1: Drummond tunnel operating onditions.Driver gas Driven gas Test setion Condition Test attahment3.25MPa N2 30.0 kPa N2 0.4 kPa air over-tailored Mah 4 onial3.20MPa N2 n/a 0.4 kPa air over-tailored blanked end5.60MPa He 61.4 kPa N2 0.4 kPa air approx. tailored Mah 4 onialThe use of Nitrogen simpli�es the modelling by remaining loser to the aloriallyperfet gas approximation over the range of temperatures used in these experiments.The use of Helium as a driver gas inreases the driver to driven gas sound speedratio. This is done in order to maximise the shok strength in the shok tube.The ambient temperature during the experiments was usually around 23oC,whih was assumed to be a onstant through all of the experiments; however, theatual driver gas and test gas temperatures in the experiments were not measuredat the time. The driver and test gases are �lled from high pressure gas bottles.The driver setion is �lled to high pressures and, due to throttling and heat transferproesses in the �lling pipes, this proess an result in signi�ant temperature risein the driven gas. A series of �lling trials were used to investigate the temperatureof the driver gas that was used in the tailored experiments. The driver setion was�lled with Helium, varying the speed at whih the setion was �lled from the gasbottle. It was found that the proess of �lling the driver setion with Helium to5.60MPa aused the driver gas to reah a peak temperature of around 44oC at the



2.2 The Experimental Study 39ompletion of �lling. There was a delay between the end of the �lling proess andwhen the shot was �red and during this time heat was onduted away from thehot driver gas to the ambient driver tube walls, dereasing the temperature of thedriver gas over time. The driver temperatures dereased to about 37oC during thisdelay.The temperatures used in the experiment were not known exatly and the sim-ulated pressures were varied, for both driver gas onditions, over the range from30oC to 40oC to obtain the temperatures ultimately used in the simulations. Thisseletion proedure is desribed in Setion 7.2.The Nitrogen test gas in the shok tube was �lled slowly and to only modestpressures and so any temperature rise would be negligible. Additionally, the drivensetion was �lled before the driver meaning a substantial delay before the experimenttook plae. In the simulations, this gas was assumed to be at ambient onditions.2.2.3 Experimental Data AquisitionFor the experiments onduted in this study, the Drummond Tunnel was operatedwith no test artile in the test setion; however, operational and test ow data wasreorded with the aim of investigating the ow development proess. More details ofthe experimental data aquisition proedures are provided in Buttsworth and Jaobs[31, 32℄.Shematis of the end region of the shok tunnel, with the loations of the dataaquisition equipment, are shown in Figure 2.14.
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40 Shok Tunnel Theory and Experimentation1. a piezoeletri transduer loated 68mm upstream from the nozzle attahment.This transduer provides a time aurate reord of pressures in the nozzlesupply region. The inident shok and reeted shok (stagnation) pressuresare reorded, as well as the times of arrival of other waves, suh as the reetedexpansion and tailoring waves.2. a thin �lm transient heat ux gauge loated 285mm from the nozzle attah-ment. This gauge reords a detailed history of the harateristis of the bound-ary layer and an be used to identify the arrival of the inident shok, the on-tat surfae and the passage of the reeted shok after its interation withthe ontat surfae.The time of arrival of the inident shok at the two positions is used to determinethe shok speed as it approahes the end of the shok tube. This is an importantfator for omparison with the simulations as it demonstrates the ability of thesimulations to reprodue the level of visous attenuation of the shok as it progressesalong the tube.For the experiments onduted with the end of the tube blanked o�, a rake ofheat ux probes on a sting was inserted into the tube through the blanked end.This sting and rake are shown in Figure 2.15. This rake an be positioned atvarious axial positions along the tube for di�erent experimental shots. These heatux probes were used to detet the arrival of the driver gas, through the hange instagnation point heat ux, at points aross the diameter of the tube. Geometrially,this rake represents a ten perent blokage of the shok tube ow. This rake allowedmeasurement of the shape of the ontat surfae at these axial and radial positions,and assuming the reproduibility of the shots, was used to quantify the evolutionof the ontat surfae along the tube length. The speed of the ontat surfae as itmoves along the tube was also found from its time of ight between these stations.For the experiments with the nozzle attahed, data was reorded in the test owusing:1. a piezoeletri pressure transduer (of a similar type to the supply pressuretransduer) mounted on the entreline of the nozzle exit. This probe measuredthe pitot pressure on the entre-line of the test ow for the duration of thetest. For the experiments with the Nitrogen driver, the pitot probe utiliseda pneumati avity to shield the pressure transduer from the shok tunnelow, whereas for the experiments with the Helium driver the pitot pressuretransduer was proteted from the ow using a thin layer of RTV rubber [32℄.The Helium driver pitot probe on�guration yielded pitot pressure measure-
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Figure 2.15: Diagram of the rake of heat ux gauges inserted on a sting through theblanked end of the tube. Reprodued from Buttsworth [30℄.ments to a muh higher bandwidth than the Nitrogen driver and with resonantfrequeny of 230 kHz.2. a rake of �ve thermoouple probes (three of whih produed meaningful data)aross the radius of the nozzle exit ow. This rake was used to measure detailsabout the test ow, and its variation, aross the radius test ow.3. a stagnation temperature probe at the nozzle exit for the Nitrogen driver ase.This probe was mounted 14mm from the entreline and was simultaneouslywith the pitot probe. whih is interhangable with the pitot probe and wasused for Nitrogen driving Nitrogen experiments.This arrangement is shown in Figure 2.16. For the Helium driver ase, these probeswere axially loated on the plane of the nozzle exit and for the Nitrogen driver ase,were loated 14mm downstream from the nozzle exit plane.2.2.4 Experimental ResultsThe results obtained from these experiments are doumented and desribed here,and are used in Setion 7.2 for validation of the numerial simulations. The timesfor the experimental and simulated traes were all set at zero at the point in timeof the arrival of the inident shok at the supply pressure transduer.
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Figure 2.16: Centre-line pitot probe and thermoouple rake whih was loated in thenozzle test ow. Reprodued from Buttsworth and Jaobs [32℄.Supply Pressure TransduerThis transduer measures the pressure in the region whih ats as the reservoir forthe test ow and so orretly prediting the properties of this region is vital to themodel.1. Nitrogen driving Nitrogen. Blanked end (Figure 2.17)The pressure is initially at the driven gas �ll pressure. The pressure rises rapidly dueto the passage of the inident shok and rises straight to the post shok pressure.The pressure behind this shok is steady until the reeted shok arrives, travellingupstream. The pressure rise due to this shok has a slight kink in it. This is dueto the passage of the bifurated foot of the reeted shok over the transduer.For 850�s, the test gas at the transduer is largely stagnated; however, during thistime there is a slight steady rise in pressure aused by the interation between thereeted shok and the boundary layer. Noise is evident in the trae during thisregion, at a higher level to that behind the inident shok.In this mode of operation, the shok tunnel is over tailored and the arrival ofthe tailoring waves resulting from the interation of the reeted shok with theontat surfae appear as the steady inrease in pressure at the end of the steadyperiod. Two distint waves are evident, with a small plateau between ; these are thetailoring wave, and its reetion from the blanked end. This reeted tailoring wavefurther inreases the pressure. With this over-tailored mode of operation, the drivergas ontinues to move downstream after its interation with the reeted shok.This means that the driver gas passes this transduer, appearing on the trae as asigni�ant inrease in noise around 1.7ms after the inident shok. The expansionreeted from the upstream end of the driver setion is seen as the �nal gradual



2.2 The Experimental Study 43derease in the gradient in pressure, arriving around 4ms after the inident shok.
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Figure 2.17: Experimentally measured trae from the supply pressure PCB transduerfor the Nitrogen driving Nitrogen ase with the blanked shok tube end.2. Nitrogen driving Nitrogen. Mah 4 Nozzle (Figure 2.18)The operating onditions for this ase are approximately the same as for the blankedend ase. The di�erene in this ase is that the Mah 4 nozzle is attahed to theend of the shok tube. The reetion from the throat of the nozzle results in a moreompliated reetion proess than from the blanked wall, and one the seondarydiaphragm ruptures, the test gas is drained through the nozzle from the stagnatedregion. This ase shows a signi�antly more de�ned kink in the pressure rise and astep at the arrival of the reeted shok. For 350�s, the test gas at the transdueris stagnated, whih is a muh shorter period than for the blanked end ase. Duringthis time there is also a steady rise in pressure. The plateau between the tailoringwave and its reetion is more de�ned and ontains a dip in pressure. No signi�antamount of the reeted expansion had arrived by the end of the reorded time.3. Helium driving Nitrogen. Mah 4 Nozzle (Figure 2.19)The pressure is initially at the driven gas �lling pressure. The pressure rises rapidlydue to the passage of the inident shok to the post shok pressure. There is an earlydip in pressure and noise evident in the ow behind the shok. The pressure behindthis shok is steady until the reeted shok arrives upstream. There is a notieablekink followed by a step in the pressure trae from this shok, indiating the passageof the bifurated foot of the reeted shok over the transduer. For 340�s, thetest gas at the transduer is stagnated. In this tailored mode of operation, themajority of the driver gas is stopped by the reeted shok before this transduer.
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Figure 2.18: Experimentally measured trae from the supply pressure PCB transduerfor the Nitrogen driving Nitrogen ase with the Mah 4 nozzle.The tailoring waves are weak and do not appear on this trae. This steady periodis ended by the arrival of the reeted expansion from the upstream end of thedriver setion. This expansion arrives in the stagnated gas as a gradual derease inpressure.

0

1

2

3

4

5

0 1 2 3 4 5 6

S
ta

tic
 P

re
ss

ur
e 

(M
P

a)

Time (ms)

Experimental

Figure 2.19: Experimentally measured trae from the supply pressure PCB transduerfor the Helium driving Nitrogen ase with the Mah 4 nozzle.



2.2 The Experimental Study 45Heat Flux GaugeThis gauge measured the amount of heat transferred from the gas to the wall,through the boundary layer. The gauge was not alibrated and so the heat ux hasan arbitrary sale.1. Nitrogen driving Nitrogen. Blanked end (Figure 2.20)Both the gas in the driven setion and the walls are initially at ambient onditionsand, therefore, there is initially zero heat ux at the gauge. This gauge is upstreamof the pressure transduer and, with the zero time aligned with the arrival of theinident shok at the pressure transduer, it an be seen to arrive before the zerotime. The arrival of the inident shok is seen as a sharp inrease in heat ux. Theheat ux from the gas behind the inident shok is roughly steady. This steadyheat ux is ended by the arrival of the ontat surfae travelling behind the shok.The driver gas behind the ontat surfae is older than the driven gas and so asthe ontat surfae arrives, the heat ux deeases gradually as the onentration ofdriver gas inreases. As the ontat surfae is still passing over the heat ux gauge,the reeted shok arrives at the gauge. This shok is responsible for the sharp jumpin heat ux, after whih the heat ux ontinues to derease, as before, with moreof the ontat surfae arriving. The tailoring waves, resulting from the interationof the reeted shok with the ontat surfae, an be seen as the waves followingthe arrival of the ontat surfae. Being overtailored, the tailoring waves are quitestrong and result in the signi�ant utuations seen in this trae for the remainderof the time. The heat ux returns towards zero as the gases in the tube approahambient temperature.2. Nitrogen driving Nitrogen. Mah 4 NozzleThe heat ux trae from this ase was unusable due to exessive experimental noise.3. Helium driving Nitrogen. Mah 4 Nozzle (Figure 2.21 )Both the gas in the driven setion and the walls are initially at ambient onditionsand, therefore, there is initially zero heat ux at the gauge. The arrival of theinident shok is seen as a sharp inrease in heat ux; this shok arrives before thezero time. The heat ux from the gas behind the inident shok is roughly steady.This steady heat ux is ended by the arrival of the ontat surfae travelling behindthe shok. The driver gas behind the ontat surfae is older than the drivengas and so as the ontat surfae arrives, the heat ux deeases gradually as theonentration of driver gas inreases. As the ontat surfae is still passing over theheat ux gauge, the reeted shok arrives at the gauge. This shok is responsiblefor the sharp jump in heat ux, after whih the heat ux ontinues to derease, asbefore, with more of the ontat surfae arriving. The tailoring waves an be seen



46 Shok Tunnel Theory and Experimentationas the peaks in heat ux following this. These wave have muh less energy than thereeted shok and so these peaks are small. As the gas in the shok tube settlesand the remaining test gas mixes into the old driver gas, the heat ux tapers awayto zero.
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Figure 2.20: Experimentally measured heat ux from the heat ux gauge for the Nitrogendriving Nitrogen ase with the blanked shok tube end.
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Figure 2.21: Experimentally measured heat ux from the heat ux gauge for the Heliumdriving Nitrogen ase with the Mah 4 nozzle.



48 Shok Tunnel Theory and ExperimentationTest Flow Pitot ProbeThe pitot pressure probe whih was positioned on the entreline of the test owprovides valuable information about the test ow. As well as allowing identi�ationof the test time and the mean ow pitot pressure, this probe is also used to reordthe utuations in the ow. In the Helium driving Nitrogen ase the high band-width on�guration was used. The experimental traes were �ltered using a movingaverage.1. Nitrogen driving Nitrogen. Mah 4 Nozzle (Figure 2.22)With no ow through the nozzle, the pitot pressure is initially zero. The nozzle owstarting proess begins with the rupture of the seondary diaphragm, resulting in aninitial ow of the test gas through a series of transient shoks and a ontat surfaethat moves through the nozzle. The nozzle startup waves arrive at the transduer,reorded by the probe as they fous on the entreline. These waves took 368�s topass the transduer. After the startup waves have passed, the test time begins, withthe steady expansion of the stagnated test gas through the nozzle. The test time wasmeasured to have a duration of 724�s. The tailoring waves, from the interation ofthe reeted shok with the ontat surfae, arrive in the nozzle reservoir region, asreorded in the supply pressure transduer. These ompression waves travel throughthe nozzle and result in the pressure inrease whih ends the test time. There isa dip in the pitot pressure, followed by a rapid rise to a higher level as the drivergas arrives. After this time, the pitot pressure remains onstant. The arrival of thedriver gas in the test ow is indiated by a signi�ant inrease in the noise level inthe test ow.2. Helium driving Nitrogen. Mah 4 Nozzle (Figure 2.23)The pitot pressure is initially zero. The nozzle startup waves an be seen to arriveat the transduer, taking 378�s to pass the transduer. The test time was measuredto have a duration of 356�s and begins as the startup waves gradually taper o�.The test time is ended by the arrival of the reeted expansion from the driversetion into the test ow. This expansion an be seen as the gradual derease inpitot pressure as the pressure in the nozzle supply region dereases. The arrival ofdriver gas seems to be indiated by a derease in the noise level, unlike the Nitrogendriver ase.
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Figure 2.22: Experimentally measured trae from the nozzle exit entreline pitot probefor the Nitrogen driving Nitrogen ase with the Mah 4 nozzle.
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Figure 2.23: Experimentally measured trae from the nozzle exit entreline pitot probefor the Helium driving Nitrogen ase with the Mah 4 nozzle.



50 Shok Tunnel Theory and ExperimentationShok Tube Heat Flux RakeThe heat ux rake on a sting was inserted through the blanked end of the shoktube and, therefore, reorded data for the Nitrogen driving Nitrogen ase. The rakereords the stagnation point heat ux at �ve positions aross the tube. Measure-ments were obtained at four axial stations; however, only the two upstream stationsprovided data on the ontat surfae beause the reeted shok interferred withmeasurements at the two downstream stations. An example trae, from the mostupstream position, is shown in Figure 2.24. In this plot, the arrival of the inidentshok an be seen as the jump in heat ux. The heat ux from the ow behindthe shok gradually inreases in the time before the ontat surfae arrives. Theontat surfae arrival an be seen as the derease in heat ux resulting from theolder driver gas. The noise inrease assoiated with the arrival of driver gas an beseen during this time. The heat ux dereases bak to approximately zero with thearrival of the old driver gas.

Figure 2.24: Heat Flux data for the ontat surfae arrival at the 524mm position.This data is used to �nd the 10% and 90% values for the derease in stagnationpoint heat ux assoiated with the ontat surfae arrival. These values are used forthe arrival times of the start and the end of the ontat surfae at their relative axialand radial positions. This data not only provides a reord of the arrival time of theontat surfae along with its shape, but also a measure of the amount of di�usionthat has ourred at the interfae along the tube. The data for the ontat surfaearrival at the 524mm position is shown in Figure 2.25 and the 1015mm position in



2.2 The Experimental Study 51Figure 2.26. Points are shown for the experimental data, and smooth bezier urveshave been �tted through eah of the traes to provide a better indiation of theshape.
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52 Shok Tunnel Theory and ExperimentationTest Flow Stagnation ProbeFigure 2.27 shows the stagnation temperature reorded by the stagnation probeloated on the nozzle exit plane, 14mm radially from the entreline. This trae wasreorded for the Nitrogen driving Nitrogen ase. This trae is useful in that thelarge hange in temperature reorded between 2ms and 2.5ms indiates a hange ingas entropy assoiated with the arrival of driver gas in the ow. The segment of thereorded trae that is assoiated with the driver gas arrival is shown in the �gure.
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Figure 2.27: Experimentally measured trae from the nozzle exit entreline stagnationheat ux gauge for the Nitrogen driving Nitrogen ase with the Mah 4 nozzle.



C H A P T E R 3

Numerial Formulation for CompressibleFlow Simulation
Computational Fluid Dynamis (CFD) is based on the numerial solution of theontinuity equation (desribing the onservation of mass), the momentum equation(desribing Newton's Seond Law) and the energy equation (desribing the onser-vation of energy). These governing equations an be obtained in various di�erentforms [116℄.The analytial study of uid mehanis often uses two desriptions of uid ow:the Eulerian desription and the Lagrangian desription. Methods based on the Eu-lerian desription disretise the geometry of the ow domain into stationary ompu-tational elements through whih the uid ows. Methods based on the Lagrangiandesription disretise the uid itself. This means that the omputational elementsmove with the uid through the domain. The majority of omputational methodsthat have been used for multi-dimensional modelling of impulse failities are Fi-nite Volume methods based on the Eulerian desription; however, the Lagrangiandesription ould provide ertain advantages in the representation of the ontatsurfae. Figure 3.1 shows an example problem of a irle of one uid entering an-other uid. The Eulerian representation of this senario is shown on the left andthe Lagrangian representation is shown on the right.Numerial methods based on the Eulerian desription may be suseptible tonumerial forms of di�usion, espeially notieable in regions with large gradients.When a ux of material enters a ell, its harateristis are uniformly mixed withthose of the ell that it enters [165℄. When a uid interfae rosses through theinterior of ell, the properties of the gases on either side of the interfae oupythe same ell. Numerial di�usion in Eulerian methods an be redued through theuse of tehniques suh as Flux Correted Transport (FCT) [22℄ and is minimisedin modern high resolution shemes. On the other hand, numerial methods basedon the Lagrangian desription may provide advantages in modelling ows in whihinterfaes are important by providing a more natural representation of these inter-
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Figure 3.1: A omparison of an Eulerian mesh and a Lagrangian mesh for an exampleof a irle of uid entering another uid. Reprodued from Zukas [256℄.faes. In the Lagrangian desription, elements of uid on one side of an interfaeremain on that side of the interfae as the uid moves.This hapter will disuss the implementation of CFD in two numerial teh-niques. The CFD ode MB CNS [114℄ is based on a �nite volume formulation ofthe Navier-Stokes equations. These equations are in the form based on the Euleriandesription of uid motion. As an alternative tehnique, the Smoothed Partile Hy-drodynamis (SPH) [78, 137℄ will be investigated. This numerial tehnique uses apartile based approah to modelling the Lagrangian form of the governing equa-tions. Despite the fat that the two desriptions and their implementations are verydi�erent, they are both still modelling the same equations and in doing so perform-ing the same role. It is shown in Anderson [116℄ that the two methods solve di�erentforms of the same equations.



3.1 Finite-Volume Eulerian Methods 553.1 Finite-Volume Eulerian MethodsThe disretisation of the ow using the Eulerian desription mns that the ompu-tational mesh must be �tted to the geometry ontaining the uid. In the numerialtehniques used in this setion, the ow is disretised using a body-�tted omputa-tional mesh.3.1.1 Multi-Blok Compressible Navier-Stokes SolverThis setion is based on the Department of Mehanial Engineering Tehnial Report10/96 [114℄. The program MB CNS is a CFD tool for the simulation of transientompressible ow in two-dimensional (planar or axisymmetri) geometries. The odeis intended primarily for the simulation of the transient ows experiened in shoktunnels and expansion tubes and many features are inluded in the ode spei�allyfor this aim.The present ode is a development of the single-blok Navier-Stokes integratorCNS4U [110℄ with the primary di�erene being the ability to handle a relativelyomplex ow geometry by deomposing it into several non-overlapping bloks. Thename MB CNS is an aronym for Multiple-Blok Compressible Navier-Stokes solver.Further details on the ode are available in Jaobs [114℄.MB CNS is based on a ell-entred �nite-volume formulation of the Navier-Stokesequations and has a shok-apturing apability through the use of a limited reon-strution sheme and an upwind-biased ux alulator. The governing equationsare expressed in integral form over arbitrary quadrilateral ells with the time rate ofhange of onserved quantities in eah ell spei�ed as a summation of the uxes (ofmass, momentum and energy) through the ell interfaes. Subjet to grid resolutionand numerial di�usion issues, the ode is apable of modelling ows that inludeshoks, expansions, shear layers and boundary layers.The ode is written in C and uses data strutures suh that entire bloks of ellsare pakaged in single data struture. The funtions were then written so that theyoperated on the ow data ontained within that data struture without the need forother information. The multi-blok formulation of MB CNS allows solution of theow �eld in separate bloks in parallel. Parallelisation in MB CNS is desribed inChapter 5.2.2. The ow domain is spei�ed as a Bezier polyline desription of theblok boundaries.In MB CNS, simulations are assigned a ase spei� identi�ation number, whihallows ode to be inluded that performs tasks spei� to that simulation. This odeis inluded in the �les mb speial init.in and mb speial step.in, whih are



56 Numerial Formulation for Compressible Flow Simulationinluded in the mb ns.. Code used to set up speial onditions spei� to a aseidenti�ation number is written in the �le mb speial init.in and ode that isused at the start of eah time step is written in the �le mb speial step.in. This�les are provided in Appendix C.3.1.2 FormulationThe formulation of the governing equations, the ow �eld disretisation as a singleblok of ells and the time-stepping sheme used to integrate the disrete equations isdesribed in Jaobs [110℄. Some details of the numerial tehniques used in MB CNSare disussed in this setion.Governing EquationsThe starting point for the governing equations enoded within MB CNS is the setof Navier-Stokes equations whih, in integral form, an be expressed as:��t ZV UdV = � ZS(F i � F v) � n̂ dA+ ZV Q dV ; (3.1)where V is the ell's volume, S is the bounding (ontrol) surfae and n̂ is theoutward-faing unit normal of the ontrol surfae. For two-dimensional ow, V isthe volume per unit depth in the z-diretion and A is the area of the ell boundaryper unit depth in z. The array of onserved quantities (per unit volume) is:
U = 26666666664 ��ux�uy�E�fis

37777777775 : (3.2)
These elements represent mass density, x-momentum per volume, y-momentum pervolume, total energy per volume and mass density of speies is. The ux vetoris divided into invisid and visous omponents. The invisid omponent, in twodimensions, is:

F i = 26666666664 �ux�u2x + p�uyux�Eux + pux�fisux
37777777775 î+

26666666664 �uy�uxuy�u2y + p�Euy + puy�fisuy
37777777775 ĵ : (3.3)



3.1 Finite-Volume Eulerian Methods 57The visous omponent is:
F v = 26666666664 0�xx�yx�xxux + �yxuy + qx�fis�x;is

37777777775 î+
26666666664 0�xy�yy�xyux + �yyuy + qy�fis�y;is

37777777775 ĵ ; (3.4)
where the visous stresses are:�xx = 2��ux�x + � �ux�x + �uy�y ! ;�yy = 2��uy�y + � �ux�x + �uy�y ! ;�xy = �yx = � �ux�y + �uy�x ! ; (3.5)and the visous heat uxes are:qx = k�T�x + �Xhisfis�x;is ;qy = k�T�y + �Xhisfis�y;is : (3.6)Currently, the ode onvets speies without onsidering their di�usion (i.e. �x;is =0, �y;is = 0). For ow without heat soures or hemial e�ets, the soure terms inQ are set to zero.The onservation equations are supplemented by the equation of state givingpressure as a funtion of density, spei� internal energy and speies mass frations:p = p(�; e; fis) : (3.7)The oeÆients of visosity �; � and heat ondution k are also allowed to varywith the uid state.Axisymmetri GeometriesThe shok tunnel simulations used in Chapter 7 use an axisymmetri representationof the geometry of the shok tunnel. For axisymmetri ow, the geometry is de�nedsuh that x-axis is the axis of symmetry and y is the radial oordinate. The governingequations are modi�ed suh that:� dA is now omputed as interfae area per radian;



58 Numerial Formulation for Compressible Flow Simulation� dV is now ell volume per radian;� The shear stresses �xx, �yy have a extra term so that:�xx = 2��ux�x + � �ux�x + �uy�y + uyy ! ;�yy = 2��uy�y + � �ux�x + �uy�y + uyy ! ; (3.8)� and there is a pressure and shear-stress ontribution to the radial momentumequation whih an be expressed as an e�etive soure term:
Q = 26666666664 00(p� ���)Axy=V00

37777777775 ; (3.9)
where Axy is the projeted area of the ell in the (x; y)-plane and:��� = 2�uyy + � �ux�x + �uy�y + uyy ! : (3.10)Disretised Equations and Flux CalulationThe onservation equations are applied to eah �nite-volume ell for whih theboundary, projeted onto the (x; y)-plane, onsists of four straight lines. Theselines (or ell interfaes) are labelled North, East, South and West and the integralequation is approximated as the algebrai expression:dUdt = � 1V XNESW(F i � F v) � n̂ dA+Q ; (3.11)where U and Q now represent ell-averaged values. The ode updates the ell-average ow quantities eah time step by:1. applying invisid boundary onditions or exhanging data at boundaries ofeah blok as appropriate;2. reonstruting (or interpolating) the ow �eld state to both sides of eah in-terfae;3. omputing the invisid uxes at interfaes as (F i � n̂)using a one-dimensionalux alulator suh as a Riemann solver [112℄, the equilibrium-ux method(EFM) [180, 139℄ or AUSM [135℄;



3.1 Finite-Volume Eulerian Methods 594. applying visous boundary onditions at solid walls;5. omputing the visous ontribution to the uxes as (F v � n̂); and �nally6. updating the ell-average values using equation (3.11).This whole proess is applied in two stages if preditor-orretor time stepping isspei�ed.When omputing the invisid uxes at eah interfae, the veloity �eld is rotatedinto a loal (n; p)-oordinate system with unit vetors:n̂ = nx î+ ny ĵ ;p̂ = px î + py ĵ ; (3.12)normal and tangental to the ell interfae respetively. We have hosen the tangen-tial diretion px = �ny and py = nx. The normal and tangential veloity ompo-nents: un = nx ux + ny uy ;up = px ux + py uy ; (3.13)are then used, together with the other ow properties either side of the interfae, toompute the uxes: 26666666664 FmassFn�momentumFp�momentumFenergyFspeies�is
37777777775 =

26666666664 �un�unun + p�unup�unE + pun�unfis
37777777775 ; (3.14)

in the loal referene frame. These are then transformed bak to the (x; y)-plane as:
F � n̂ = 26666666664 FmassFx�momentumFy�momentumFenergyFspeies�is

37777777775 =
26666666664 FmassFn�momentumnx + Fp�momentumpxFn�momentumny + Fp�momentumpyFenergyFspeies�is

37777777775 : (3.15)
Flux SolversA range of invisid ux alulators are available in MB CNS; however, the adaptiveux alulator was used throughout the simulations in this thesis. This ux alula-



60 Numerial Formulation for Compressible Flow Simulationtor uses a swithing funtion to hoose between using the AUSMDV ux alulatorof Wada and Liuo [238, 135℄ and the Equilibrium Flux Method of Marossan [139℄.This swithing funtion sets the ux alulator to EFM where large ompressivegradients in veloity are deteted, otherwise, the ux alulator defaults to usingthe AUSMDV ux alulator. This adaptive ux alulator uses the good stabil-ity properties of EFM in regions, near disontinuities in the ow, that an auseproblems with some ux alulators, as desribed by Quirk [182, 183℄Gas PropertiesThe gases simulated in MB CNS may onsist of several omponents (or speies).Spei� gas models an be inluded in MB CNS through the use of the gas.module. Aess is provided by the funtion that alulates the equation of state,whih uses values for �, e and fis to ompute the other thermodynami propertiesT , p, a, and the visous transport oeÆients � and k.In hapter 6, the gas models used in MB CNS are: an ideal gas mixture ofHelium and air, and an ideal gas mixture of Refrigerant-22 and air. In hapter 7,the gas models used in MB CNS are: an ideal mixture of Helium and Nitrogen, anda look-up table model of Nitrogen gas properties produed using the CEA program[39℄.Ideal air is modelled as a perfet gas, having the equation of state:p = � e ( � 1) Pa ; (3.16)where  = Cp=Cv = 1:4 is the ratio of spei� heats, density � is given in kg/m3and spei� internal energy e is given in J/kg. Temperature and speed of sound arealso determined as: T = eCv oK ; (3.17)a = (RT ) 12 m=s ; (3.18)where: R = 287 J=(kg:K);Cv = R( � 1) = 717:5 J=(kg:K); andCp = Cv +R = 1004:5 J=(kg:K) :



3.1 Finite-Volume Eulerian Methods 61The visous transport oeÆients are omputed as:� = 1:458� 10�6 T 3=2(T + 110:4) Pa:s ; (3.19)� = �23 � Pa:s ; (3.20)k = �CpPr W=(m:K) ; (3.21)where Pr = 0:72 is the Prandtl number. The properties of the other ideal gasesused in these simulations, suh as the Helium, Nitrogen and Refrigerant-22, an bespei�ed and used with these equations. A �nite-rate hemistry module [52℄ is beingdeveloped, whih will extend the appliability of MB CNS into thermohemiallyative regimes.A Sutherland's law visosity model [230℄ is used in alulating the visous uxes.For the Helium driving Nitrogen ase, Wilke's law [245℄ is used to alulate thevisous uxes where mixtures of di�erent gas speies are present. This model usesthe relative mass frations of eah of the omponent gases in the omputationalells.Mixtures of Two Perfet GasesThe thermodynami properties of a mixture of two perfet gases are omputed usinge�etive gas onstants and spei� heats, whih are based on the mass frations ofthe gases present in eah ell:R = fa Ra + fb Rb ; (3.22)Cv = fa Cva + fb Cvb ; (3.23)Cp = fa Cpa + fb Cpb ; (3.24)where fa and fb are the mass frations of the gas omponents. The visosity ofthe gas in the ell is estimated using Wilke's method, with the Herning-Zippererapproximation, as desribed in Reid, Prausnitz and Poling [189℄.



62 Numerial Formulation for Compressible Flow Simulation3.2 Lagrangian Partile MethodsThis setion will disuss numerial methods based on the Lagrangian desription ofuid motion. These methods may provide advantages in simulating ows in whihuid interfaes are a key omponent. Flows in whih interfaes are important inludeshok tunnel ows, in whih the ontat surfae between the driver and driven gasesplays an important role in many of the proesses that our.A numerial method based on the Lagrangian desription that relied on theuse of a mesh would su�er problems aused by mesh distortion. As uid elementsmoved around one another, the mesh elements would overlap and beome tangled.This mesh distortion is evident in Figure 3.1. It is possible to ontinually remap theLagrangian mesh, but this would introdue numerial di�usion and, therefore, wouldnegate the advantage of being able to advet uid interfaes with little di�usion.The problem of mesh distortion an be avoided by not using meshes at all. Whatis required for this is a method of interpolating uid properties without relying ona mesh joining omputational points. One suh method is the Smoothed PartileHydrodynamis (SPH) method [78, 137℄.Meshes are used to join omputational points for the purpose of interpolatinguid properties. With the aid of a omputational mesh, interpolating uid propertiesis straight-forward; however, interpolation is more ompliated without the aid of amesh. In SPH, ontinuum uid properties at a partiular loation are interpolatedas weighted sums of the properties of surrounding partiles in a proess known askernel interpolation.Some aspets of the SPH tehnique will be desribed in this setion. The parallelimplementation of a ode based on the SPH tehnique is desribed in Chapter 5.The parallel performane and eÆieny of this ode are disussed in Appendix A.3.2.1 Smoothed Partile HydrodynamisSmoothed Partile Hydrodynamis (SPH) is a mesh-less, purely Lagrangian numer-ial method for the transient solution of the Euler equations. The Euler equationsdesribe the motion of an invisid, Newtonian uid. The ontinuum uid is rep-resented by a olletion of uid pseudo-partiles; however, these partiles are morepreisely thought of as merely interpolation points for uid properties, rather thanatual partiles of uid. The Lagrangian form of the onservation equations of uidow beome the equations of motion of these interpolation points as they move withthe ow. As a result the method is ompletely deterministi. These interpolationpoints move with the ow and as they do, they interat with one another and arry



3.2 Lagrangian Partile Methods 63with them all of the omputational information about the uid. Fluid propertiesare then interpolated between the partiles by kernel interpolation, whih will bedesribed later.The SPH tehnique is desribed in two major reviews: Benz [19℄ and Monaghan[156℄. Another review on the subjet of partile methods, whih fouses on SPH, isMonaghan [151℄,An atual uid is made up of moleules with empty spae between them. SPH isbased on the ontinuum model of a uid whih assumes that the uid is a ontinuousmedium over all length sales. The uid properties are known as a disrete, arbitraryset of points, that is the set of interpolation points. Through kernel approximation[73℄, the properties of the uid at the disrete points are smoothed out over the owdomain, produing a smoothed �eld of uid variables. The properties of the uidat a partiular point in spae an then be alulated using the sum of all of thesmoothed ontributions from partiles near the point.The smoothing funtion applied to eah of the partiles is referred to as the ker-nel. These partiles do not represent a singular point in spae, but rather the spaesurrounding them aording to the kernel funtion. Mass is maintained by partiles,while momentum and energy are exhanged between them. The kernel funtion anda harateristi smoothing length parameter, referred to as the smoothing lengthde�ne the domain over whih the properties of a partile are smoothed.Arti�ial visosity is used to introdue dissipation into the tehnique in orderto resolve shoks [159℄. The use of swithes to ontrol the addition of this arti�ialvisosity have been disussed by Morris and Monaghan [160℄ and an improved formof the arti�ial visosity was desribed by Watkins et al. [239℄.Bakground of the TehniquePartile methods have been used sine the 1960s in plasma physis and N-bodyproblems. These N-body problems were largely self-gravitating astrophysial simu-lations. The �rst use of partile based methods for solving uid dynamis problemswas the Partile In Cell (PIC) method Harlow [91℄. This method used partiles toadvet physial quantities and then used a grid to alulate spatial derivatives by�nite di�erenes. The PIC method used large amounts of omputer memory due toits need to store two sets of data, from the partiles and from the mesh. The mainlimitations of the PIC method were exessive numerial noise and inadequaies inthe representation of visosity and heat ondution [18℄.The problems with the PIC method were mainly as a result of the requirementfor a mesh as well as the partiles. A method by whih spatial derivatives ould



64 Numerial Formulation for Compressible Flow Simulationbe alulated over the partiles would remove the requirement of a mesh. This wasahieved with the SPH tehnique, whih was �rst desribed in 1977, onurrentlyby Luy (1977) [137℄ and Gingold and Monaghan (1977) [78℄. The appliation thatwas desribed by both publiations was the simulation of the �ssion of a rapidlyrotating star. As with previous partile methods, partiles arry physial quanti-ties with them, but what was new with this method is that spatial derivatives arealulated analytially from approximate interpolation formulae whih refer only topartile properties. A signi�ant advantage of this is that removing the require-ment for remapping onto a grid meant that SPH was signi�antly less di�usive thanprevious methods, suh as the PIC method. The method was applied primarily toastrophysial and osmologial problems throughout the 1980s but, in reent times,other appliations of the method have been realised.Reviews of the appliability and suitability of SPH to partiular problems havebeen provided by Steinmetz and Muller [222℄, Belytshko, Krongauz, Dolbow andGerlah [16℄, and Hernquist [96℄. Randles and Libersky [185℄ desribed the im-provements that have been made to the SPH tehnique over the period from 1991to 1996. Belytshko, Krongauz, Organ, Fleming and Krysl [17℄ provided a similardesription of the developments over the same period, extending their disussion toother partile methods.Modi�ations to the basi SPH tehnique are being developed, whih make im-provements to aspets of the tehnique. These modi�ations inlude the CorretiveSPH (CSPH) tehnique, whih was developed by Chen, Breaun and Carney [42℄, andthe Normalised SPH tehnique desribed by Randles and Libersky [186℄. The Mov-ing Least-Squares Partile Hydrodynamis (MLSPH) tehnique has been desribedby Dilts [59, 60℄ and the Moving Least Squares Reproduing Kernel (MLSRK) teh-nique has been desribed by Li and Liu [134℄. These modi�ations to SPH demon-strate both the early stage of development that SPH has reahed and the signi�antamount of researh that is being onduted in improving the tehnique.The Adaptive SPH tehnique has been desribed by Shapiro, Martel Villumsenand Owen [205, 170℄. This modi�ed tehnique provides many improved qualitiesover the traditional SPH tehnique; the most important of these is the use of asmoothing length that is solution adaptive.The SPH tehnique exhibits a natural parallelism. This aspet of the tehniquewill be disussed further in Chapter 5.



3.2 Lagrangian Partile Methods 65Interfae Modelling with SPHProvided that enough partiles are used in a simulation, uid interfaes should bemaintained as with a grid-based Lagrangian method; that is, material from eahside of the interfae will remain on that side of the interfae and will not ross overor mix at the interfae. As a result of this uid interfaes should remain sharplyde�ned throughout a simulation.Figure 3.2 ompares the modelling of an uid interfae using a �xed Eulerianmesh and using moving omputation points whih are not joined using a mesh,suh as with SPH. In the Eulerian mesh representation it an be seen how the uidinterfae rosses through the entres of the ells. In any of these ells, the uidproperties from either side of the interfae are mixed in these ells. This proessontinues through time, as the interfae rosses more ells, inreasing the mixing.
Interface moves with
the particlesInterface must move

through the cells

gas 2

Finite Volume Method Meshfree Particle Method

gas 1
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Figure 3.2: Interfae modelling with �nite volume and mesh-free partile methodsIn modelling a uid interfae with SPH the sharp interfae is smeared out bythe interpolating funtion. This redues the detail around the interfae; however,sine these smoothed omputational elements move with the interfae, an improvedrepresentation may still be obtained. A further problem, whih will be disusseslater, is the that of the unphysial penetration of partiles through the interfae[154℄.Appliations of SPHAppliations of SPH to ompressible uid mehanis problems omprise only a smallsub-set of the appliation studies that have been onduted with SPH. SPH has quitea wide range of potential appliations. The properties of di�erent materials an bespei�ed through the use of a suitable equation of state [157℄. As a result of itsorigins, to date the majority of appliations that SPH has been applied to havebeen in astrophysial domains [218, 187, 18, 24℄.Another large sub-set of appliations ome from inompressible, free-surfae uidmehanis problems. SPH an be extended to the simulation of inompressible



66 Numerial Formulation for Compressible Flow Simulationuids, through the use of a suitably sti� equation of state, and being Lagrangianin nature, SPH is suitable for free surfae appliations [155℄. SPH has been appliedto the injetion and asting of metals by Cleary and Ha [47℄ and Ha, Ahuja andCleary [88℄, to surfae oating tehniques by Reihl, Morris, Hourigan, Thompsonand Stoneman [188℄. Multi-phase appliations have also been studied, inludingunder-water explosions by Swegle and Attaway [231℄.The appliation of SPH to ompressible ows has been desribed by Monaghan[150℄. Monaghan [152℄ desribes the appliation of SPH to hypersoni ow; how-ever, no referene is made to the simulation of the real gas e�ets assoiated withreal hypersoni ows. Monaghan [158℄ disusses the similarities between SPH andsolutions of ompressible ows using Riemann solvers.The appliation of SPH to shok tunnel ows has been investigated by Robinson[193℄. This study foused on the simulation of the rupture mehanis of the primarydiaphragm. The SPH tehnique was thought to provide the potential for a moreomplete desription of diaphragm rupture, inluding the ability of modelling theuid struture interation with the fragments of the ruptured diaphragm. Oneand two dimensional models of the diaphragm rupture proess were developed. Thesimulations demonstrated a qualitative view of the rupture proess, although the useof boundary partiles meant that the ow in the viinity of walls was unphysial.Morris [160℄ studied the interation of planar shok waves with ylindrial bub-bles. This is the same type of simulation that is desribed in Chapter 6. Thesimulations that were performed inorporated a new swith for the arti�ial visos-ity term in the momentum and energy equations. The results were ompared withsimulations performed using a CFD ode with a �nite-volume formulation and noomparison with experimental results was provided.Henneken and Ike [95℄ used SPH to simulating the forward faing step test aseas desibed by Woodward and Colella [249℄. These simulations are disussed laterin this setion.



3.2 Lagrangian Partile Methods 67Details of the SPH TehniqueAn SPH simulation is started by plaing the partiles in the domain suh that thedensity of the uid is represented by the relative density of the partile positions.To interpolate the information that we have at partile positions the informationstored at a point in spae is numerially distributed over the surrounding area by akernel funtion, W(r). The degree of smoothing is de�ned by a parameter known asthe smoothing length and an be either onstant for all partiles or vary dependingon the loal density.The state vetor desribing partile properties is fr;v; eg, where r is the positionvetor, v is the veloity vetor, and e is the spei� internal energy. The derivativesof the state vetor are given by fv; dvdt ; dedtg.Equation 3.25 shows this summation used for some uid property, A, beinginterpolated at the sample point r using the kernel smoothing funtionW (r�rb; h).The ontributions to the properties from all partiles b in the domain are summedto produe the result. As(r) =Xb Abmb�b W (r� rb; h) (3.25)Graphially this proess is represented for a one dimensional ase in Figure 3.3,where the masses of a series of partiles in the r axis have been smoothed and theproperty � has been interpolated to a ontinuous funtion.
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Figure 3.3: Gaussian kernel interpolation of density in one dimension from �ve partilepositions.where mb is the mass of uid assigned to the partile b and �b is the density ofthe partile b. An important aspet of kernel interpolation is that, with the righthoie of kernel, the gradient of uid properties an be interpolated diretly using thegradient of the kernel. With the Gaussian kernel this gradient is known analytially



68 Numerial Formulation for Compressible Flow Simulationand, therefore, an be used to interpolate these gradients in the same way that uidproperties are alulated. In the ase of the Euler equations the gradient of pressureis required: DDt = �1� �p�x (3.26)where v is the veloity vetor of the uid and x is the oordinate vetor, � is thedensity of the uid and p is the pressure of the uid. This equation is solved usingthe gradient of the kernel interpolant, resulting in Equation 3.27. This equationdetermines the aeleration experiened by the partile, a, using the pressure anddensity properties of the surrounding partiles, denoted by b. The symmetri natureof this equation ensures that partile interations are equal and opposite [153℄.dvadt = �Xb mb  pa�2a + pb�2b !raW (ra � rb; h) (3.27)The rate of hange of spei� internal energy is alulated using:deadt = 12Xb mb  pa�2a + pb�2b !va � raW (ra � rb; h) (3.28)Dissipation in the form of two types of arti�ial visous pressures are usually addedto Equations 3.27 and 3.28: a Von Neumann-Rihtmyer arti�ial visosity and abulk visosity. Pseudo ode for the SPH tehnique is shown in Figure 3.4.1. assign partiles to flow domain aording to initial density2. assign initial properties to partiles-> 3. alulate densities at partile positions| 4. alulate partile pressures and loal sound speeds| 5. alulate partile aelerations| 6. alulate rate of hange of internal energy| 7. integrate partile properties forward through time step-- 8. hek if solution time has been reahedFigure 3.4: Pseudo ode for the SPH methodAlthough the SPH tenique an be omputationally expensive, there are teh-niques for inreasing its eÆieny and, therefore, the size of simulations that an berun in pratie. These inlude the use of eÆiently strutured ode and ompileroptimisations, partile sorting methods, suh as ells and hierarhial trees [97℄, andoverall parallelisation of the algorithm.There are optimisations spei� to the SPH method that signi�antly impatperformane. Polynomials are often used for the interpolating kernels instead ofGaussian funtions as they are less ostly to evaluate. This has a signi�ant e�eton performane as the kernel funtion must be alulated for every partile's on-tribution to the summations used. Fores between partiles are equal and opposite



3.2 Lagrangian Partile Methods 69and so the number of interations atually alulated in the solution an be reduedby a fator of two. This optimisation is easily realised with a sequential solution,but are must be taken when implementing this in parallel.Partiles that are a long distane from the partile being updated will providea negligible ontribution to the summation. Speial interpolating kernels reognisethis and provide ompat support [74℄: outside of a ertain radius the ontributionis zero. This means that only nearby partiles, usually within a radius of two timesthe smoothing length, need to be onsidered. Partiles an then be sorted in orderto quikly �nd their neighbours. For simulations in whih the smoothing length doesnot vary, partiles an be assigned to �xed-size ells. For a spei�ed loation, thenearest ells and, therefore, nearest partiles are easily found. Figure 3.5 shows apartile, marked by a ross, and the irular region in whih other partiles will havea signi�ant ontribution. The ell (m;n) in whih the partile lies is shaded andthe surrounding ells that are inluded in the alulation by the sorting tehniqueare lightly shaded. Hierarhial trees [97℄ an be used for simulations in whih thesmoothing length varies between partiles.
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Figure 3.5: Cell sorting used for �nding neighbouring partiles to those in ell (m;n)with onstant smoothing length.



70 Numerial Formulation for Compressible Flow SimulationThe SPH CodeA CFD ode based on the SPH tehnique was developed and applied to several testases. Initial onditions an be spei�ed in the ode using either regular artesianinitial arrangments of partiles or an implementation of a quasi-random sequenegenerator, whih would assign partiles to an arbitrary geometry in a quasi-randommanner [23℄. The ode an interpolate the density of the partile �eld using eitherthe summation density algorithm or the ontinuity equation. A onstant smoothinglength was used throughout a simulation. The ell based seletion of neighbouringpartiles was inluded, whih resulted in signi�ant improvements in the speed atwhih a partiular ow �eld ould be solved. Generalised inow and outow bound-ary onditions were developed. These boundary onditions were applied suessfullyto the test ase in the following setion. Reeted boundary onditions, representingsolid slip walls were also developed. These boundary onditions were extended topieewise-linear boundary onditions and were applied to some ases. The ode wasimplemented in parallel and its performane is desribed in Appendix A.The Riemann problem has been studied using the SPH method by many authors[136, 193℄. This test ase was modelled with the SPH ode developed in this thesis.Sine this ase has been desribed extensively, it will not be desribed in detail in thissetion apart from some general observations of the solutions obtained: The shokand ontat disontinuities are smeared over approximately three smoothing lengths.Signi�ant post shok osillations, resulting from the use of arti�ial visosity, areevident. A large osillation in pressure is evident at the position of the ontatsurfae and a small dip is evident near the end of the expansion.Test Case: Forward Faing StepThe forward faing step is a test ase used to investigate the ability of CFD odesto reprodue a standard ow �eld from another CFD ode. The ow situationbeing modelled is two-dimensional, invisid, supersoni ow (at a Mah number of3) along a dut over a forward faing step. This test ase is desribed by Woodwardand Colella [249℄ and is used as a test ase that inludes supersoni and subsoni owregions, strong shoks and expansions. The test ase an be used for the omparisonof CFD odes only and is not a physially realisable ase, sine the ow is impulsivelystarted and is invisid.This ase had been attempted perviously using SPH by Henneken and Ike [95℄.Their simulations were limited by the inow boundary onditions. The simulationsused a onstant number of partiles, with partiles being introdued to the upstreamboundary as they passed through the downstream boundary. The result of this is



3.2 Lagrangian Partile Methods 71that the mass ux at the upstream boundary is dependent on the downstream massux, whih is unphysial. Being a transient ow problem, the ow through the dutwould not be expeted to be onstant. As the density is inreased behind the shokand its reetion, the rate at whih partiles leave the ow �eld varies strongly overtime. In addition, the partiles are added to the upstream boundary at randomheights, whih introdued signi�ant noise into the ow �eld.In these simulations, the number of partiles is allowed to vary through thesimulation. This allows a steady inow ondition to be maintained. In addition,a signi�antly larger number of partiles is used in the simulations in this setion:greater than 24,000 rather than 600 partiles. Being an invisid test ase, the solidwalls of both the dut and the step are modelled using reeted boundaries.Figures 3.6 and 3.7 show a sequene of the simulation of the forward faing step.Vetors at the position of eah partile are shown in the frames. The initial on-ditions are spei�ed as regular artesian arrangements of partiles. The upstreaminow boundary ondition introdues partiles into the ow �eld in regularly ar-ranged rows. The �rst frame is shown soon after the reetion of the shok fromthe step. The regular arrangement of the partiles is broken up as the partilespass through the shok. The partiles near the top of the step have a de�nitely lessordered arrangement than that partiles further out in the ow �eld. The inreasednumbers of partiles in the high density regions behind the shok and its reetionan be seen throughout the sequene. Post shok osillations are evident behind theshok in all of the frames.Figure 3.8 shows a omparison of the results from Woodward and Colella [249℄with the results from the SPH ode simulation. Contours of the density �eld areshown in the frames. The SPH simulation ahieves reasonable agreement with theresults from Woodward and Colella; however, some signi�ant di�erenes are evi-dent. The SPH results appear slightly behind in time from the results of Woodwardand Colella and the e�ets of the post shok osillations are apparent. In the lastframe an additional bend in reetion of the shok from the top wall of the dut (inthe segment between the Mah stem and the reetion from the top of the step) isevident. The origin of this bend is not known and the SPH simulations of Hennekenand Ike [95℄, whih did not resolve the shear layer behind the Mah stem, did notexhibit this problem. In addition, despite the relatively large number of partilesused in the simulation the resolution of the SPH simulation is inferior to the simu-lation of Woodward and Colella, whih was performed almost twenty years ago. Anadvantage of the SPH simulation is that it does not require the entropy �x that isapplied to �nite volume simulations of this test ase [249℄, in order to remove thesingularity at the top orner of the step.
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Figure 3.6: Part one of a sequene of the simulation of the forward faing step test aseusing SPH. Veloity vetors at the position of eah partile are shown.



3.2 Lagrangian Partile Methods 73

X

Y

0 1 2

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

X

Y

0 1 2

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

X

Y

0 1 2

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Figure 3.7: Part two of a sequene of the simulation of the forward faing step test aseusing SPH. Veloity vetors at the position of eah partile are shown.
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Figure 3.8: SPH Modelling of Forward Faing Step. Comparison of the results of Wood-ward and Colella (1984) with the results from the SPH ode.



3.2 Lagrangian Partile Methods 75Limitations of SPH in Simulating Shok TunnelsAfter the test ases were developed, a deision was made not to ontinue develop-ment of the SPH ode, but to ontinue the shok tunnel simulation exlusively withMB CNS. SPH is not a ommonly used numerial tehnique and many of the prob-lems assoiated with the use of SPH are a produt of the relative lak of developmentof the tehnique and of the ode. As an example of this, some of the problems whihwere observed were due to the implementation of a onstant smoothing length. Amethod that inorporated a smoothing length that was varied as a funtion of theloal density [205℄ would improve the appliability of the tehnique. This thesis isintended as an appliation study and a signi�ant amount of time spent on the fur-ther development of numerial tehniques would detrat from the appliation sideof the study. The ode that was developed provided a useful test bed for parallelomputing methods and so will be disussed further in this thesis in that ontext.The development of test ases allow the ode to be assessed in the ontext ofwhat would be required in order to use the ode in the simulation of omplete shoktunnels. Some of the issues that were identi�ed that would prevent the appliationof the SPH ode were:Use of Arti�ial Visosity The requirement for an arti�ial visosity means thatSPH resolves shoks poorly in omparison to ontemporary methods. Shoksare typially resolved over three smoothing lengths. In a onstant smoothinglength simulation, suh as those in this thesis, the smoothing length, is basedon the largest partile spaing in the simulation. This leads to an ineÆientuse of partiles in most regions of the ow. This is in addition to the relativelylow resolution of the SPH tehnique in general. The use of arti�ial visosityalso results in post shok osillations.Solid Boundaries The treatment of solid boundary onditions has always been asigni�ant limitation of the SPH tehnique. Flat, slip boundaries an be im-plemented in a straight-forward manner with reeted boundary onditions.Curved, slip boundaries an be represented in a piee-wise linear manner withthe same reeted boundary onditions. The omplex geometry of the nozzlewould not be represented satisfatorily with a pieewise linear pro�le. Re-eted boundary onditions also do not provide for non-slip boundaries andthe use of boundary partiles to represent non-slip boundaries [48℄ is onsid-ered to be non-physial. Attempts to extend the simulations to the inlusion ofurved boundaries with Lennard-Jones potentials [103℄ were unsuessful. Thepotential at the wall would repulse any approahing partiles with a onstantexponential fore. This repulsive fore, although keeping the partiles inside



76 Numerial Formulation for Compressible Flow Simulationthe wall, was not physial. Disussion of boundary onditions are provided inDilts and Haque [60℄. Reeted boundary onditions were used for the forwardfaing step test ase.Boundary Layers Numerial tehniques applied to the simulation of shok tunnelsmust be able to reprodue the shear stress and heat uxes at the shok tubewalls. This means that the tehniques must be able to aurately predit thegradients of veloity and temperature, amongst other variables, at the wall. Itis believed that many of the appliation studies, through their use of boundarypartiles, do not deal with solid wall boundaries in a way that would allow this.Turbulene Models The Baldwin-Lomax eddy visosity model [11℄ was used inthe simulations using MB CNS in this thesis. There are no equivalent im-plementations of this, or any other turbulene models that are usable in theSPH ode. Sub-partile-sale sale turbulene models are feasible and havebeen proposed by Gotoh, Shibahara and Sakai [82℄. This model has not beenompared with any experimental results or tested in any extensive way. Inaddition, the model is not diretly appliable to the SPH ode that has beendeveloped in this thesis. The simulation of turbulent boundary layers was alsodisussed in Cleary and Monaghan [48℄; however, the treatment of turbulenein the boundary layer was not rigorous.Interfae Modelling There are signi�ant ompliations with the way that inter-faes are modelled in SPH. These problems inlude the non-physial penetra-tion of partiles through the interfae. Arranging partiles in regular patterns,suh as latties, an result in lines of partiles having arti�ial sti�ness. Thisarti�ial sti�ness an promote the unphysial penetration of partiles throughuid interfaes. This penetration is also unpreditable. The issue of partilepenetration has been disussed by Monaghan [154℄ and Latanzio, Monaghan,Pongrai and Shwarz [125℄. These publiations propose methods of prevent-ing penetration; however, these methods are dissipative and this phenomenonin an undesirable feature of the SPH tehnique in general. This presents animportant problem sine the purpose of investigating SPH was for advantagesthat may have been provided in the low di�usion modelling of uid interfaes.On the other hand, it is shown in Chapter 7 that the representation of theontat surfae in MB CNS is in fat sharper than the real ontat surfae.As a result of this, some additional, physial form of di�usion, would be re-quired in the simulations, rather than a method of maintaining an even sharperinterfae.Multiple Component Gases The simulation of mixtures of gases in SPH is still



3.2 Lagrangian Partile Methods 77relatively unstudied. The e�et on kernel interpolation of simulations involvingmixtures of partiles representing di�erent gases is not learly understood.In addition, physial speies di�usion models have been used extensively inEulerian based methods. The partile based nature of SPH auses diÆultyin formulating physial di�usion models at uid interfae.Spei�ation of Initial Conditions Speifying initial onditions on regular lat-tie like arrangements makes SPH suseptible to partile penetration. In addi-tion, the assignment of partiles to lattie arrangements near solid boundariesleaves voids where the boundary and the lattie do not align. The quasi-random sequene generator, desribed by Bratley and Fox [23℄, was imple-mented in the ode, thus allowing a general method of �lling the ow �eldwith partiles; however, the use of this type of initial ondition led to ex-tremely noisy ow �elds.Tension Instability Tension instability results from the use of peaked kernels.The gradient of the kernel reahes a maximum value at a �nite distane fromthe partile position. This means that partiles will experiene an inreasingpressure as they approah a partile to the loation of this maximum kernelgradient; however, the pressure begins derease as they ontinue to approahpast this point. This an result in unphysial partile behaviour, suh aspartiles staking on one another. This problem an be solved through the useof onservative smoothing or moving least squares interpolants [186℄.



78 Numerial Formulation for Compressible Flow Simulation3.3 Previous Numerial Simulation of Shok Tun-nelsNumerial simulations of shok tunnels are used to determine the operating ondi-tions required to produe required test ow onditions and to investigate problemswith the operation of the failities. Previous numerial simulation studies an begenerally divided into two ategories depending on the way in whih they approahthe modelling:1. quasi-one dimensional simulations of the entire faility2. axisymmetri simulations of part of the faility (usually the end of the shoktube and the nozzle, with the onditions upstream of this setion of tubeassumed from theoretial pro�les)The quasi-one dimensional simulations are used to model the ow developmentthrough omplete shok tunnels, assuming that the ow properties vary only alongthe length of the tube. Mass loss models must be used to aount for the e�et thatthe boundary layers have on the ore ow [64℄. Quasi-one dimensional simulationsprovide a omputationally eÆient method of studying the transient nature of shoktunnel ows. Examples of simulations of shok tunnels using quasi-one dimensionalsimulation tehniques are provided in Zeitoun, Brun and Valetta [254℄, Jaobs [113℄and Doolan and Jaobs [64℄.Due to the omputational requirements, few fully three dimensional modellingof shok tunnel ows have been onduted. Given the inherently axisymmetrinature of shok tunnels ows, studies have hosen to fous their omputationale�ort on �ne grid resolution in axisymmetri simulations. The literature was notfound to ontain any referenes to improvements obtained through the use of threedimensional simulations over axisymmetri simulations.3.3.1 Axisymmetri ModelsBurtshell, Brun and Zeitoun [29℄ performed numerial simulations of the, thenproposed, TCM-2 free piston shok tunnel. The aim was the predition of operatingonditions for the proposed faility and the investigation of the unsteady phenomena,whih were thought to restrit the performane of the proposed faility in highenthalpy operation. Quasi-one dimensional simulations of the piston ompressionproess were performed. They attempted to simulate the whole shok tunnel withan axisymmetri simulation, but were restrited by the limited omputing power



3.3 Previous Numerial Simulation of Shok Tunnels 79available at the time. Their mesh, although overing a representative geometryof the whole faility, only allowed for ten ells aross the diameter of the tube;ertainly not enough to resolve ow features suh as boundary layers, or regions ofshok interation adequately. An expliit, unsteady method for solving the Eulerequations with a Van-Leer deomposition was used in the solution. Conlusionswere reahed regarding the unsteady proesses ourring the faility. This paperrepresents the �rst attempt at axisymmetri simulation of a shok tunnel faility.Badok [8℄ simulated the propagation of a shok along a shok tube to investi-gate the e�ets by whih these ows deviate from the invisid solution. The unsteadyevolution of gas properties as the shok propagated along the tube were examined.A mixture of Roe's method and entral di�erene shemes were used. The ow wasmodelled in two dimensions, with the sheme being impliit in the radial spatialdimension. The thermodynamis were assumed to be desribed by a perfet gaslaw. Comparisons were made with experimental data and with analytial solutionsobtained via boundary layer equations. The e�et of varying parameters, suh asa uniform visosity term, the heat ondutivities and the boundary layer thiknesswere examined.Lee and Lewis [130, 129℄ presented a numerial study of unsteady, visous, hyper-soni ows in two dimensional shok tunnel nozzles. The two dimensional Navier-Stokes equations were solved with an upwind TVD sheme. The simulations inves-tigated the ow development time around aerodynami models in the test setion.The simulations modelled only the ow through the nozzle, and did not address thenature of the ow in the shok tube, assuming it to provide a steady reservoir forthe nozzle. Lee and Nishida [131℄ also simulated the startup ows in hypersoninozzles to investigate the ow establishment times.Wilson, Sharma and Gillespie [247℄ performed time dependent, quasi-one dimen-sional and axisymmetri simulations the ow through the NASA Ames eletri-ardriven shok tube faility. The simulations foused on the interation of the reetedshok with the boundary layer, as evidene of this interation was learly evidentin the experimental data. The operating onditions onsidered were over-tailored.This experimental data was used in omparison with the simulations. Some limita-tions were evident in the ability of the simulations to reprodue the experimentaltraes through the region of the interation of the reeted shok with the boundarylayer.Figure 3.9 shows the interation of the bifurated reeted shok with the ontatsurfae as simulated by Wilson, Sharma and Gillespie [247℄. The top frame showsthe ow before the interation and the bottom frame shows the ow shortly afterthe interation. Evident in the frame before the interation is the jetting, whih



80 Numerial Formulation for Compressible Flow Simulationresults from the movement of gas through the oblique shoks at the foot of thereeted shok, and the approahing planar ontat surfae. In the frame after theinteration, the driver gas moving through the shok foot an be seen to be aheadof the driver gas moving along the entreline.

Figure 3.9: The interation of the reeted shok with the boundary layer from thesimulations performed by Wilson, Sharma and Gillespie [247℄. The proess before theinteration of the reeted shok struture with the ontat surfae is shown on the topand shortly following the interation on the bottom.Figure 3.10 shows the ow evolved later in time, inluding the late time evolutionof the ontat surfae as it emerges from the shok struture. The driver gas an beseen to be moving along the wall of the shok tube, far ahead of the driver gas nearthe shok tube entreline. The pseudo shok train, following the reeted shok, isalso evident. Large vorties are shown to form in the shear layer between the gasthat has moved through the oblique shoks and the gas that has moved through thenormal shok.Tokarik-Polsky and Cambier [234℄ investigated the proess of shok reetionfrom the end wall of a shok tunnel and the resulting startup ow through the nozzle.The simulations were invisid and foused on the formation of a vortex system whihwas believed to form along the entreline of the shok tube. The nozzle geometriesused had a at downstream fae, and varying degrees of ontour through the nozzlemouth. A non-physial jetting of gas along the nozzle entreline was observed forertain ratios of mesh resolution in the axial and radial diretions. It was determinedthat inluding the e�et of visosity on the reeted shok tube ow would redue
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Figure 3.10: The ow �eld from the simulations performed by Wilson, Sharma andGillespie [247℄ shown later in time from the frames in Figure 3.9.this e�et. The simulations showed that no vortex struture existed in the shoktube as was thought. The simulations were ompared to experimental visualisationand showed a good orrelation. The experimental results also failed to show a vortexstruture in the shok tube.Sharma and Wilson [206, 207℄ onduted axisymmetri simulations of the de-velopment of the ow along the length of a shok tube. Their study was aimedat extending the analytial studies of Mirels [149℄, Roshko [195℄ and Hooker [104℄with simulations of a shok tube with visous boundary layers. The axisymmetriow through a shok tube was modelled using the thin layer Navier-Stokes equa-tions. The gas model used aounted for �nite-rate hemial proesses and inludeda separate equation for vibrational energy. The ow onditions were hosen so thatMirels' orrelations [149℄ were valid. Setions of the shok tube were modelled, withthe ontat surfae assumed to be initially planar. The simulations were performedin the shok referene, with the setion of tube between and around the shok andthe ontat surfae modelled. The ow entered the domain from the upstream sideof the shok. The boundary layers were assumed to remain laminar. The simula-tions modelled the temporal evolution of the boundary layer, mass leakage throughthe boundary layer, the aeleration of the ontat surfae and the deeleration ofthe shok. Some boundary layer parameters alulated in the simulations mathedMirels' orrelations; however, some boundary layer parameters did not. The sim-ulations did not address the reetion of the shok and the resulting interationproesses and, therefore, the test times from this study provide ideal limits for thetest times of real shok tubes. The trends observed in the test times produed by thestudy were losely related to the trends based on Mirel's orrelations, demonstratingthe strong dependene of this study on this assumption.Wilson [246℄ simulated the ow through the aeleration tube setion of the HY-PULSE expansion tube. These simulations extended the simulations of Sharma andWilson [206, 207℄ by aounting for the e�et of turbulene in the boundary layers



82 Numerial Formulation for Compressible Flow Simulationusing the model of Cebei and Smith [40℄. Even though this study was of an ex-pansion tube ow, it still has relevane to shok tunnel simulation. Two operatingonditions were modelled, one produing ow with laminar boundary layers and theother with turbulent boundary layers. A grid re�nement study on�rmed that thesolution onverged to Mirels orrelation. Experimental pressure traes were om-pared with traes from the simulations for both the laminar and turbulent operatingonditions. In the traes, the overall harateristis of the pressure traes omparedwell. The simulations were limited to lower Reynolds numbers by the omputationalrequirements of grid resolution in the boundary layer. The authors suggested theimplementation of more advaned models, using larger grids and the modelling ofmore proesses ourring in the operation of the faility, suh as diaphragm rupturemehanis.Weber et al. [240℄ studied the shok bifuration resulting from the interation ofthe reeted shok with the boundary layer and the e�et of this interation on thesurrounding ow. Flow onditions resulting from shok Mah numbers of 2.6, 5.0and 10.0 were simulated. Only the end region of the shok tube was inluded in thesimulations in order to ahieve suÆient resolution in this region. The shok tubewas modelled as two dimensional. The boundary layer pro�le used in the reetedshok interation simulations was obtained from a separate simulation of the prop-agation of the shok along a at plate. These simulations provided a demonstrationof the omplex, transient ow �eld that results from the reeted shok interationwith the boundary layer. The e�et of heat transfer, Reynolds number and inidentshok strength were studied. Figure 3.11 shows ontours of density and veloity ve-tors in the region of the interation (on the left), and the pro�le of pressure throughthe interation, for two di�erent resolution grids (on the right). The stepped pro�leof pressure through the shok struture obtained in the simulations is evident in theimage on the right of the �gure.

Figure 3.11: The interation of the reeted shok with the boundary layer as simulatedby Weber, Oran, Boris and Anderson, Jr. [240℄.



3.3 Previous Numerial Simulation of Shok Tunnels 83Chue [43℄ performed axisymmetri simulations of the end setion of a shoktube in order to investigate the interation of the reeted shok with a turbulentboundary layer. The Baldwin-Lomax eddy visosity model [11℄ was used to aountfor the e�et of turbulene in the boundary layers. This interation was shown topromote the transport of boundary layer material towards the end of the shok tube.Tailored and o�-tailored operating onditions were investigated. The omputationaldomain overed only the region of the shok tube, with the turbulent boundary layerorrelations of Mirels being used for the upstream boundary onditions. In additionto investigating the jetting of gas through the bifurated shok foot, Chue also notedthe generation of vortiity in the interation of the reeted shok with the ontatsurfae.Hannemann et al. [90℄ onduted an earlier study of the shok tunnel operationin the same faility as this study. Simulations were ompared to experimental results.This study modelled the transient ow through the whole faility using a quasi-onedimensional ow ode, and the multi-dimensional ow through the nozzle.The simulations of Petrie-Repar and Jaobs [176, 177℄ were disussed in Se-tion 2.1.4 in the ontext of diaphragm rupture proess.Chue and Eitelberg [45℄ performed simulations of the HEG shok tunnel. Thesesimulations were a progression from the simulations of Chue [43℄ and they alsofoused on the ow features ourring in the shok tube subsequent to the reetionof the shok. In the simulations of the shok tube ow, the omputational domainovers the last 710mm of the 17m length of the shok tube. The initial onditionsfor the simulations were at the instant before the reetion of the shok. The initialow onditions behind the inident shok were alulated from the boundary layertheory of Mirels [148℄. All of the analyses onduted used a tailored operatingondition.The authors examined the interation of the reeted shok with the boundarylayer and ontat surfae in order to investigate their ontribution to driver gasontamination and the generation of ow disturbanes. The ontat surfae wasassumed to initially be a planar, disontinuous interfae between the driver anddriven gases. The inuene on the ontat surfae from the diaphragm rupturemehanis, mixing and instability was not modelled. These simulations assumedthat the nozzle entrane ated as a mass sink, at whih the ow was axial andhoked.Following the interation with the ontat surfae, signi�ant vortiity was ob-served in the ontat surfae, whih resulted in the driver gas being broken up in aomplex swirling motion and travelling downstream. This was identi�ed as a form



84 Numerial Formulation for Compressible Flow Simulationof Rihtmyer-Meshkov instability. The vortial struture generated at the ontatsurfae was shown to have a ounter-lokwise motion, whih retarded further leak-age of driver gas towards the end-plate in the short term. The bifurated shokstruture was shown to weaken as the reeted shok transmits through the ontatsurfae and wall jetting was not apparent as the shok propagated into the drivergas region. The generation of vortiity, and the resulting redution in the jettingthrough the shok foot indiated that the evolution of the ow following the ontatsurfae interation may be driven by the resulting mixing, rather than the shokfoot jetting.Simulated pressure traes were ompared with experimental traes. The simula-tions were shown to ahieve agreement with the experimental traes. The averagepressure behind the reeted shok struture was lower than the ideally preditedpressure behind the reeted shok. Chue and Eitelberg proposed a theoretialmodel for the reservoir pressure behind the reeted shok. Pressures measuredexperimentally in HEG agreed with the preditions of this theory.Figure 3.12 shows the ow �eld evolution resulting from the interation betweenthe reeted shok and the boundary layer and ontat surfae in the simulationsperformed by Chue and Eitelberg [45℄. Temperature ontours are shown on the leftside of the �gure and driver gas mass fration ontours are shown on the right sideof the �gure. The generation of signi�ant amounts of vortiity an be seen in theframes at the later times. This inludes, what appears to be, a vortex at the headof the driver gas. The time evolution does not run to times that would indiate anymovement of this vortex.

Figure 3.12: The ow �eld following the interation of the reeted shok with the bound-ary layer and the ontat surfae, in the simulations performed by Chue and Eitelberg [45℄.A partiularly important geometri feature inluded in these simulations was



3.3 Previous Numerial Simulation of Shok Tunnels 85the `partile stopper' that is used in HEG. The e�et of this devie on the ow �eldwas examined. In separate simulations, the ow through the nozzle, inluding thestart-up transients, was modelled assuming a steady inow ondition.Kaneko, Men'shov and Nakamura [118℄ modelled the ow �eld of a nozzle startingproess in two high enthalpy shok tunnels: the shok tunnel of Nagoya Universityand T5 at the California Institute of Tehnology. The omputational domain overedthe �nal 3 m of a 9m shok tunnel of radius 5 m, with the full 198 m length of thenozzle in the Nagoya ase and the �rst 30 m of the T5 nozzle from the seondarydiaphragm. With suh a small physial omputational domain �ne grid resolutionwas ahieved. Their simulations use an axisymmetri, ompressible Navier-Stokersolver whih employs a hybrid sheme of impliit and expliit methods, along withAUSM to evaluate invisid uxes. The simulations fouses on the thermal andhemial non-equilibrium harateristis of the ow at the nozzle inlet in the initialstages of the nozzle starting proess. The thermohemistry of the ow was modelledusing a �ve speies hemial reation model for air and a two temperature modelfor thermal non-equilibrium.
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C H A P T E R 4

Review of Parallel Computing
The limit on resolution and omplexity in Computational Fluid Dynamis (CFD)simulations of high speed ompressible ows is determined by the available om-puting power. From the early 1950s to the present, the peak performane of thefastest omputers available has inreased approximately two orders of magnitudeevery deade [119℄. This has meant that simulations of ever inreasing detail havebeome possible as tehnology has improved. Despite the rapid and ontinuingimprovements in performane of single proessor omputers, the high performaneomputing ommunity has reognised that ombining proessors to work in parallelis a way of obtaining signi�antly more omputing power.The use of fast proessors and eÆient algorithms is not always suÆient toprodue the simulations that are required in an reasonable time. In addition, asthe development of omputers ontinues, the performane of sequential omputersmay reah limits imposed by physial barriers suh as the transmission speed ofeletrial signals and the physial spaing of the omponents on a omputer oriruit, thermodynami onstraints and the high �nanial ost of prodution [63℄.Combining omputer proessors to work together on a single simulation is wayof obtaining more omputing power. This is known as parallel omputing. Theinrease in performane obtained is ideally proportional to the number of proessorsemployed on the task. Parallel omputing has developed to the stage where theeÆient solution of ompressible ow �elds in parallel is now realistially possible;however, parallel omputing remains a omplex area and getting the theoretialperformane out of an algorithm in pratie is not always an easy task [101℄.The onept of solving ow �elds in parallel is nothing new. The �rst attempt atnumerial simulation of uid mehanis was desribed by Rihardson [191℄. In thisbook Rihardson desribed his attempts at weather preditions using a mehanialalulator. Realising the inadequaies in these alulations, Rihardson envisaged aroom with 64,000 people seated in galleries in a large spherial room; eah personwould be responsible for a grid zone on a map of the world. The group would be



88 Review of Parallel Computingonduted from a person in the entre of the room, as the group marhed throughtime and updated weather preditions were sent to ities around the world [119℄.As the word superomputer is used to refer to the most powerful omputers of thetime, this rapid rate of development has meant that the list of omputers referred toas superomputers is onstantly hanging over time, and, at present, the term refersexlusively to parallel omputers. A Cray X-MP, released in 1982, and apable ofjust under 1Gops (peak), is now far beyond obsolete when ompared to modernsuperomputers, suh as the APAC National Faility (a Compaq Alphaserver SC),with a performane of over 1Tops (peak).Simulations performed in this thesis aim to simulate a omplete shok tunnel,from the driver setion to the dump-tank. Previous simulations of shok tunnelshave, in the past, been limited by assumptions assoiated with only modelling partof a faility; this has been neessary due to the limitations of the omputing poweravailable. In order to model a omplete shok tunnel faility with suÆient detail,large omputational meshes are required. The �ne resolution mesh simulations per-formed in Chapter 7, require one month of CPU time, even on the fast proessors ofthe APAC National Faility. If this simulation was solved using four proessors thenthis solution time would be redued to one week. Running the solution on thirtyproessors would redue the waiting time to around one day. These are muh morepratial time frames in whih to ondut engineering researh.This hapter provides a survey of aspets of parallel omputing hardware andsoftware. The fous will be on general purpose parallel systems and the appliationof simulating of ompressible uid dynamis. Setion 4.1 will over the history ofomputing, onentrating on the high end of performane. Speial importane willbe given to the introdution and development of the parallel omputer. Setion4.2 will outline the most ommonly used lassi�ations for omputing hardware.Setions 4.3 and 4.4 will deal with software and programming models of parallelomputers. These models identify partiular features of omputers of relevane tosoftware developers. The aim of this hapter is to selet a standard approah thatan be used in ompressible CFD ode development. Chapter 5 will investigate theimplementation of parallelism in the CFD odes MB CNS and the SPH ode.4.1 Implementations of Computer ArhiteturesThe digital omputer had it's oneptual foundations with mehanial devies suhas Charles Babbage's Di�erene Engine whih was �rst produed in 1822 [119℄. Theuse of mehanial devies for omputational work had severe limitations in thatthe devie ould perform only addition and multipliation, and the numbers had to



4.1 Implementations of Computer Arhitetures 89be entered by hand - something greatly limiting large alulations. It was not until1937 that George Stibitz realised that eletroni logi gates ould be used to performarithmeti operations using binary numbers muh more e�etively than mehanialdevies. World War II brought about the need for ballistis tables for artilleryshells, and the large amounts of alulations required to write them. In 1943, sixyears after the �rst eletrial relay was oneived, the tehnology had developedto a stage where the �rst eletroni omputer, the Mark I, went into operation toompute ballisti tables [119℄.The World War II provided muh impetus to the development of the digital om-puter and by the end of the war, probably the most famous of the early omputers,ENIAC, was being built. This omputer was followed by many other prototypeomputers throughout the late 1940's and 1950's, inluding EDSAC, BINAC andSEAC [250℄. The designs of these early omputers was along four lines of develop-ment, depending on whih type of memory they used, either Aoustial Delay Line(ADL), Cathode Ray Tube (CRT), Core or Drum. Other notable omputers of thisperiod were UNIVAC I, the IBM 701 and the UNIVAC 1103. Core memory tehnol-ogy, whih replaed CRT memories with ferrite ores, was the only type of memoryto persist beyond 1957. Software was relatively undeveloped and was limited toassembly languages [119℄.The history of digital eletroni omputing tehnology has been grouped into�ve generations of development [107℄. Software tehnology has developed alongsidehardware tehnology and so both are onsidered together. The early omputersrepresented the �rst generation of omputers (1946-1956) in this lassi�ation.The seond generation (1956-1967) is haraterised by the introdution of dis-rete transistors. Memory tehnology was improved through the improved use ofore memory and the high level languages Algol and Fortran were introdued. Rep-resentative omputer systems of this period inlude the IBM 7030 and the UnivaLARC.The third generation (1967-1978) saw the introdution of (Small Sale) integratediruit tehnology. The C language was introdued [120℄. Raw omputational per-formane was the fous for the development and the reason for the suess of vetoromputers during the 1970s. Computers of this period inluded the PDP-11 andthe IBM 360/370. [224℄.The forth generation (1978-1989) saw a paradigm shift in the use of omputers:the introdution of the IBM PC, and its ompatibles, to the home user market. VeryLarge Sale integrated (VLSI) Ciruits were developed as well as solid state memory.The �rst parallel omputers appeared around 1978, and inluded the CDC6600 and



90 Review of Parallel Computingthe IBM360/91. Also, during this period the �rst onerted e�ort to implementmultiple proessor and vetor tehnology in superomputing was attempted. Sym-metri multiproessing omputers were �rst developed, an example being the CrayY-MP. On the software side, message passing libraries were introdued as well asparallelising ompilers [210℄. Superomputers of this period inlude the Cray X/MPand Vax 9000, but by far the greatest impat on omputing during this period wasthe advent of the PC. Many people now had aess to signi�ant omputing re-soures. During the 1980s, the availability of standard development environmentsand appliation software pakages beame more important. Figure 4.1 shows therelative speeds and the time frame of the development of omputing tehnologiesfrom the 1920s to the 1990s. The �gure's vertial axis is the omputing power (inoperations per seond), divided by the ost of the omputer and is plotted with alogarithmi sale against the horizontal axis of years.

Figure 4.1: The inreasing speed of early omputing tehnology. Reprodued from Kauf-mann III and Smarr (1993) [119℄.The �fth generation (from 1990 to the present) featured the impat on gen-eral omputing brought about by the introdution of the Internet. The importaneof salability [13℄ and portability [56℄ in parallel omputers was realised. Objet-oriented languages suh as C++ were introdued, as well as the platform inde-pendent language Java [14℄. The potential of ombining workstations into lustersfor heap and eÆient parallel omputations was made a reality as mass marketproessor, I/O and networking tehnology improved at an unpreedented rate [33℄.Proessor tehnology extended to the use of Ultra Large Sale Integrated (ULSI)



4.1 Implementations of Computer Arhitetures 91iruits. Charateristi superomputers of this period inlude the IBM SP-2 andthe Cray/SGI Origin 2000. Massively Parallel Proessor (MPP) systems beamemore popular during the 1990s due to their better prie to performane ratios andseemingly limitless salability. In the medium performane markets; however, MPPswere replaed by the easier to program Symmetri Multi-Proessor (SMP) systemsas the deade progressed [224℄.Despite the rapid inrease in omputational power of omputers even in the mid-range, the CFD pratitioner's insatiable appetite for omputing power means thatthey are primarily interested in the superomputers of the day.4.1.1 A Short History of SuperomputingIt is generally aepted that modern superomputing began with the delivery ofthe �rst vetor omputer, the Cray 1, to the Los Alamos Sienti� Laboratory in1972 [119℄. Vetor omputers proess arrays (vetors) rather than single data items(salars), using arrays of fast registers and pipelining of data and instrutions. Beforethe Cray 1, superomputers were still salar systems and did not di�er signi�antlyin their arhiteture from main stream omputers. The Cray 1 arhiteture gave it aperformane advantage of over an order of magnitude above the fast salar systemsof the time [224℄. Three Japanese omputer manufaturers (Fujitsu, Hitahi andNEC) entered the high performane vetor omputer arena at the end of the 1970s.These systems were, at �rst, sold only in Japan, but were later exported to the USAand Europe [224℄.The Cray X-MP was released in 1982 and ontained two proessors, making it the�rst Parallel Vetor Proessor (PVP). The system was enlarged to four proessorsin 1984. At �rst the use of multiple proessors was aimed more at inreasing thethroughput of omputing entres with independent jobs running on eah proessor,but the development of parallelisation within a single program soon followed. TheCray 2, �rst delivered soon after, in 1985, o�ered a peak performane more thantwie that of a four proessor Cray X-MP. The Japanese manufaturers preferred toonentrate on hip tehnology and multiple pipelining, but soon followed the trendand introdued multiple proessor versions of their omputers [224℄. These PVPomputers enjoyed great ommerial suess during the 1980s.The 1980s were also the period in whih parallel omputing beame wide spread,with many di�erent ompanies developing their own arhitetures, models and lan-guages. Vetor omputers were being produed by Cray, Control Data Corporation(CDC) (later ETA), Fujitsu, Hitahi, NEC and Convex. Other Single Instrution,Multiple Data (SIMD) systems were being produed by the Thinking Mahines Cor-



92 Review of Parallel Computingporation and MasPar [208℄. Parallel languages inluded CSP [216℄, Oam [216℄,NIL, Ada, Conurrent C, Distributed Proesses, SR, Emerald, Argus, Aeolus, Par-Al, Conurrent PROLOG, Linda and Ora, all of whih are desribed in Bal etal. (1989) [10℄. Many of these languages were spei� to a partiular arhitetureand many featured impliit forms of parallelisation in whih the programmer wasless involved in how the job was distributed amongst the proessors. Vetors pro-essors had been suessfully programmed via vetorising ompilers for some time,but parallelising ompilers were not nearly as suessful [123℄.Impliit parallelisation was a very attrative option from the programmers pointof view; however, the suess of these languages was limited by a few very importantfators [210℄. The promise of reliable and automati parallelisation of sequential al-gorithms remained far o� and programmers were relutant to take the gamble ofmoving away from mainstream languages, suh as C and Fortran. This feeling wasompounded by the apparent omings and goings of omputer ompanies experi-menting by releasing new and untested tehnologies [123℄. For users, investing largeamounts of time in a language that was developed for parallel exeution on a spei�arhiteture, whih may not prove useful in the long run, seemed too muh of a risk.This meant that many of these languages failed to attrat the large user base thatthey needed for survival. Many of these speialised languages seemed promising,but soon faded away, only adding to the unertainty faing programmers [10℄.In 1984, a standard UNIX operating system, UNICOS, was introdued to allCray systems. This innovation, oupled with the availability of vetorising ompil-ers, meant that more software vendors started porting their appliations to Craysystems. The obvious ommerial bene�ts soon followed with Cray selling a largenumber of systems in the automotive and oil industries. This made an importantontribution to Cray dominating superomputing for more than a deade. UNICOSis still available today in Cray/SGI superomputers [204℄.The suess of Cray showed that the importane of standard development en-vironments, aross and between ranges of omputers, annot be understated [250℄.Raw omputational performane drove the development and resulting suess ofvetor omputers during the 1970s. Portability and salability, today seen as twoessential qualities for omputing systems, were not nearly as important at that time[224℄. At the start of the 1980s, as users gained more experiene with parallel sys-tems and found that they were wasting time moving even simple programs betweensystems, people's attitudes began to hange. When an obsolete system was beingreplaed with a new system, the availability of standard development environmentsand appliation software pakages beame very inuential in the deision of whihomputer to purhase. The importane of portability in omputing systems began



4.1 Implementations of Computer Arhitetures 93to make its mark; systems that did not provide ompatibility with other systems didnot survive. Of the 14 major manufaturers in the early 1990s, only four survived,that is the three Japanese manufaturers and IBM (whih at this stage was stillonly just entering the high performane market). Around this time, SGI, Hewlett-Pakard (HP), Sun and Compaq also entered the superomputing market, mainlyby buying smaller ompanies [224℄. In addition, HP and Compaq have reentlymerged.In the seond half of the 1980s, parallel omputers began to appear with dis-tributed memory, these were known as Massively Parallel Proessors (MPPs) [107℄.This design removed the limitations on the salability of the shared memory de-signs of parallel vetor proessors. The �rst MPPs were developed by the US De-fense Advaned Researh Ageny (DARPA), wanting to build omputers as largeas possible as part of the Strategi Computing Initiative (SCI). Soon there weremany ompanies developing and produing MPPs, inluding Intel, nCube, FloatingPoint Systems (FPS), Kendall Square Researh (KSR), Meiko, Parsyte, Telmat,Suprenum and BBN [224℄. The list of the fastest 500 superomputers in the worldis available at online [235℄ and is updated every six months. In June 1993, the �rstMPP systems began to appear on the top 500 list.MPPs made their debut at a time when the importane of portability andsalability were beoming more obvious. In terms of portability, using \expliit-everything" parallelisation, in whih the programmer spei�es all aspets of om-muniation between proesses, started to stand out as the only pratial solutionavailable. Algorithms based on the expliit-everything approah an be exeuted onfar more systems as there is little ambiguity in the ode and therefore reliane ondetails of the platform being used. The down side is that this approah requires sig-ni�antly more work to develop a high performane ode. The salability of MPPswas, and still is, unmathed; by physially distributing the memory, and by usingmessage passing libraries, the systems ould be saled to thousands of independentproessors [210, 38℄.These MPP systems provided another important advantage in that, unlike thePVPs available at the time, they were produed using largely ommodity proessorsand networking hardware. This meant that, by taking full advantage of mass pro-dution of its omponents, the ost of the systems ould be greatly redued. Intelprodued the Paragon/XP series based on its i860 hips and tehnologies whih werebeing developed for desktop PCs. IBM produed the SP1 and SP2, based on theirpopular RS6000 workstations [224℄.This trend of using ommodity omponents, driven by the potential dereasein ost, has led to a sublass of MPPs, known as workstation lusters. Clusters



94 Review of Parallel Computinguse atual workstations, onneted together by standard networking omponents.Parallelism is most ommonly ahieved through message passing. Clusters, by def-inition, use ompletely Commerial O� The Shelf (COTS) omponents, meaningthat a luster an be built entirely from hardware purhased at a loal omputerstore - a very di�erent approah to the proprietary PVP systems popular in the1980s [223℄.As arhitetures moved away from PVPs and toward MPPs, software beamethe limiting fator in salability. An answer to the problem of �nding a suitableparallel language is to use parallel languages atually built around the widely usedsequential languages, C and Fortran. These new languages inlude Fortran 90, HighPerformane Fortran (HPF) [100℄, Parallel C++ and Parallel Computing Forum(PCF) Fortran. These languages attempt to open up the �eld of parallel omputingto many more users, but are still limited in portability by arhiteture related issues.To ahieve aeptable performane, the programmer must still address the datalayout problem and data motion problems, as well as other issues of portability[123℄.Parallel languages still did not have the attration to draw people away from themain stream sequential languages. An extension to the idea of parallel languagesbuilt around the mainstream sequential languages is to provide libraries that an bealled from what would normally be sequential C or Fortran ode whih speify theparallel funtionality. The struture of expliit message passing is well suited to theuse of these libraries. The �rst parallel library whih ran with C and Fortran wasthe Parallel Virtual Mahine (PVM) [75℄. Message Passing Interfae (MPI) libraries[161℄ and variations, suh as the super-step ommuniation of Bulk SynhronousParallel (BSP) libraries [171℄, followed. MPI libraries have been by far the mostwidely used form of parallelisation for high performane appliations sine the early1990s.A third approah, based on speialised hardware, is to physially distribute thememory, but enable programs to appear as if they are using a single memory spae.An example of this type of arhiteture is the SGI/Cray Origin 2000, whih imple-ments a Cahe Coherent, Non Uniform Memory Arhiteture (CC-NUMA). Thisapproah still requires the use of parallel libraries, suh as OpenMP [168℄. The pro-grammer tells the ompiler whih setions of the algorithm should run in paralleland provides prompts as to how this should be done - it is not neessary to provideall details of the parallelism as with the expliit-everything approah. Currentlythe performane of distributed shared memory libraries, suh as Treadmarks [5℄, forother than speially designed hardware is somewhat limited.It was thought by many people that parallel omputing would take over from



4.1 Implementations of Computer Arhitetures 95sequential omputing, but, despite its promise, this has learly not happened. Forparallel omputing to be a pratial solution for the needs of high performaneomputing in the future, muh work still remains to be done in the formalisationof models, the standardisation of programming languages and the development ofhardware. Improvements in proessor tehnology are starting to show signs of reah-ing fundamental physial limits and this will only raise the importane of parallelismin future omputer arhitetures.It appears that evolutionary rather than revolutionary development of tehnolo-gies have been the basis of development in the superomputing industry; revolution-ary hanges have rarely been able to make an impat on the market. In reent yearsonly ompanies that have partiipated in the markets for massive database manage-ment and �nanial appliations have been able to maintain enough business to beable to develop speialised hardware for the numerial high performane market aswell [224℄.At present, the upper end of the top 500 list [235℄ is dominated omputers builtfor the Aelerated Strategi Computing Initiative (ASCI), whih aims at simulatingnulear weapon tests. ASCI Red was installed at the Sandia National Laboratoryin 1997, and with its 9472 Intel Pentium Xeon proessors was the �rst to exeedthe 1Tops mark on the LINPACK benhmark. ASCI Blue Mountain, a luster ofSGI Origin 2000 systems ontaining 6144 proessors, ahieved 1.6Tops. The nextomputer in the series, ASCI Blue Pai�, built by IBM, ran at 3.87Tops. Thereently installed ASCI White, also built by IBM, inorporating 8,192 proessors,runs at 12.3Tops. That makes White three times faster than Blue Pai�, installedone year before. Projetions for the ASCI program all for a 100Tops system byApril 2003 [224℄.The vast sale of numerial simulations apable of simulating weather patternsis realised to a greater extent today than in the time that Rihardson proposed hisweather prediting room [191℄. The �rst mahine thought to be apable of suh simu-lations has reently been onstruted. This mahine, known as the Earth Simulator,onsists of 640 NEC SX-7 VPP nodes, eah with eight vetor proessors and runswith a maximum performane of 35.86Tops (peak performane is 40.96Tops).The omputer was funded by the Japanese Government and it is aimed at simu-lating the global weather environment. To put this omputer in the perspetiveof Rihardson's weather predition room, the average (numerially skilled) personrequires around 100 seonds to perform one oating point alulation with two thir-teen digit numbers. This orresponds to a maximum performane of 10�2 ops [119℄.This means that it would require the whole room of 64,000 people working togetherfor over 1800 years to reprodue the number of operations performed by the Earth



96 Review of Parallel ComputingSimulator eah seond [69℄.Figure 4.2 shows a graph of the peak omputing speed ahieved by superomput-ers over past thirty years. The same general trend of omputer speed through timeis evident throughout the graph. The speeds of these omputers are still onsistentwith the two orders of magnitude per deade trend.

Figure 4.2: The peak performane of omputers over the past 30 years. Reprodued fromthe Earth Simulator omputer internet page [69℄.



4.2 Arhitetures for Parallel Hardware 974.2 Arhitetures for Parallel Hardware4.2.1 Flynn TaxonomyIn 1966, Flynn [70℄ divided omputers into four basi lasses based on parallelismin both the ow of data and instrutions to the proessors. These lassi�ations(known as Flynn Taxonomy) are still useful today; however, there has been signi�-ant diversi�ation in the areas desribed and many systems do not �t neatly intoany one ategory.SISD (Single Instrution stream, Single Data Stream) desribes any sequen-tial proessing single proessor omputer. This lass inludes any omputerwith a single salar proessor, suh as standard desktop PC's. This style ofomputer is also known as a von Neumann omputer whih is haraterisedby the division of a task into separate sequential elements suh as fething apiee of data followed by performing some operation on that data and thenstoring the result.SIMD (Single Instrution stream, Multiple Data stream) desribes a modelof parallel exeution in whih all proessors must exeute the same operation inthe same lok yle, but ating on di�erent data. Vetor proessors are a formof SIMD omputer in whih vetors of data are operated on by proessors spe-ially designed for proessing whole vetors simultaneously. SIMD omputersuse data parallelismmeaning that the parallelism is ahieved through ating ondi�erene segments of the data set simultaneously. The proessors are usuallymesh onneted and ommuniation tends to be eÆient beause the opera-tions on eah proessor are inherently synhronised. SIMD omputers inludethe MASPAR, the Connetion Mahine and Vetor proessing omputers.MIMD (Multiple Instrution stream, Multiple Data Stream) desribes anassembly of proessing elements whih are more free in their operation thanSIMD proessors. The degree to whih the proessors are independent in theiroperation is not spei�ed by the MIMD model, nor are details of the interpro-ess onnetivity. The proessors are free to perform their operations, whihare followed by ommuniation and a global synhronisation. The granular-ity of parallelism desribes the relative amount of omputation that is donebetween synhronisation. The granularity an range from the extreme �negrained parallelism of SIMD omputers to oarse grained parallelism, in whihlarge amounts of data is proessed before the results are shared between theproessors.



98 Review of Parallel ComputingMISD (Multiple Instrution stream, Single Data Stream) There are no knownimplementations of this type of omputer [28℄, although, it an be argued thatpipelining data is an example of MISD parallelism. Pipelining inreases om-putational eÆieny by diretly onneting the output of a speialised ompu-tational unit to the input of another in a line. As a result of its basi struture,a single piee of data is not being ated on simultaneously by the elements andtherefore it is not generally aepted as SIMD parallelism [166℄.SPMD (Single Program, Multiple Data) desribes an extension of the MIMDlass and is an addition to the basi four areas that Flynn desribed. SPMDprograms onsist of a series of homogeneous proesses, that is, it is the samepiee of ode being exeuted on di�erent segments of a data set; however, thereis not the level of synronisation seen in SIMD omputers. This lass is theone of partiular interest to CFD as it allows parallelisation through domaindeomposition; several proesses using the same algorithm an work on thedata desribing di�erent setions of the ow �eld.4.2.2 Physial Mahine ModelsCurrently used large sale omputer systems are grouped into six physial mahinemodels, SIMD mahines (whih were desribed earlier) and �ve types of MIMDmahines [107℄:PVP (Parallel Vetor Proessor) systems di�er from other types of systems inthat they omprise a number of powerful vetor proessors, that simultane-ously apply the same arithmeti operations to di�erent data. Many of thebuilding bloks of the mahine are ustom made, partiularly the speialisedvetor proessors themselves. A high-bandwidth rossbar swith is used toonnet these vetor proessors to a number of shared memory modules. PVPmahines generally do not need to use memory ahes as their whole memoryis fast. Data and instrutions are usually bu�ered before reahing the vetorregisters. PVP systems inlude the Cray C-90 and T-90 and the NEC SX-5.SMP (Symmetri Multi-Proessor) systems utilise ommodity proessors withboth on-hip and o�-hip ahes. The proessors are onneted to a sharedmemory through a high speed bus and a rossbar swith. The basis of the SMParhiteture is that all proessors must be symmetri, that is, all proessorsmust have equal aess to the shared memory, known as Uniform Memory A-ess (UMA), the I/O devies and the operating system servies. SMP systemsinlude the Sun E10000 and the Intel SP2.



4.2 Arhitetures for Parallel Hardware 99MPP (Massively Parallel Proessor) systems utilise ommodity proessors asomputational nodes and memory physially distributed over these nodes inprivate address spaes. The MIMD proessors exeute asynhronously, andinteronnetion between the nodes is ahieved through high bandwidth, lowlateny networks. One of the main reasons for using MPP systems is that theyan be saled up to an arbitrarily large number of nodes, with proessors beingsynhronised, and ommuniation being ahieved through message passingoperations. MPP systems inlude the Intel Paragon and the IBM SP-2. Thesalability of MPP systems has led to their extensive use in the ASCI projet;ASCI White is an MPP system made up of 8,192 proessors.DSM (Distributed Shared Memory) systems di�er from SMP systems in thatthe memory is physially distributed and that, in general, individual proessorsdo not have equal aess to all setions of the memory, known as Non-UniformMemory Aess (NUMA). Although the memory is physially distributed, spe-ialised hardware and software reate what is, to the programmer, a sharedmemory system with a single address spae. These systems have beome verypopular over reent years as they provide an extremely usable platform for par-allel ode development whilst maintaining good performane and salability.DSM systems inlude the SGI Origin 2000 and the Convex Exemplar.Workstation Clusters are similar to MPP systems, exept that the nodes areatually workstations with any unneessary peripherals, suh as keyboardsand monitors, removed. The modular nature of the PC has exempli�ed thepotential of salable omputers beause their individual omponents an beupgraded whilst maintaining the rest of the system [33, 2℄. Examples of thisare that memory an be added to sokets on the motherboard and networkinterfae iruitry an be upgraded simply by replaing a ard together withsome pakaged software. One of the �rst examples of a workstation lusterwas the Beowulf Cluster developed in 1994 by Sterling et al. [223℄.During the 1980s, when PVP systems were most popular, there were great dif-ferenes in prie, performane and tehnology between so alled superomputinghardware and the hardware that was released on workstations. These di�ereneshave dereased dramatially over the last deade and, at present, most large super-omputers are built from omponents that are omparable to, or even interhangablewith, ommerial o� the shelf (COTS) omponents available for workstation omput-ers. This mass development of high performane omputing hardware has bene�tsat both ends of the omputing spetrum, inreasing low-end performane, and re-duing high-end osts. The performane of COTS networking and I/O omponents



100 Review of Parallel Computingis also inreasing rapidly, o�ering the prospet of an even less well de�ned distin-tion between traditional superomputing and what an be built with ommodityhardware.Figure 4.3 shows the numbers of di�erent arhitetures in the top 500 list over the1990s. This was the period during whih MPPs began to dominate high performaneomputing. An inrease in the number of MPPs in the list is evident as well as theabsene of any single proessor or SIMD arhitetures after 1997. Workstationlusters entered the list in 1998 and have their number has inreased steadily sinethen. These omputers are evident in the top right orner of the plot. The orderingof the arhitetures does not imply a ranking in speed for the mahines; however,SMPs and SMP Clusters are plaed side by side to show how SMP lusters arereplaing the singular mahines in the list.
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4.3 Models for Parallel Computers 1014.3 Models for Parallel ComputersAbstrat mahine models are used in the design and analysis of algorithms. Theyare oneptual models that allow details about the physial design of the mahineto be ignored. Abstrat parallel models haraterise those apabilities of a parallelomputer that are fundamental to parallel omputation. The abstration does notatually provide any strutural information or expliit implementation details, butshould allow a relatively preise representation of the performane of the systemand the relative time osts of parallel omputation. An e�etive parallel modelmust provide three fundamental properties: salability, portability and preditability[107℄. Atual omputer arhitetures are based on these abstrat models for all butthe most speialised omputer systems.The aim of abstrat parallel models is to provide programmers, software de-velopers and omputer designers a model that represents the fundamental issuesassoiated with high level parallel implementation. An abstrat parallel model anbe haraterised by several semanti attributes and performane attributes. Thesemanti attributes reognised are [107℄:Homogeneity indiating how alike the proessors of a parallel omputer behavewhen exeuting a program in parallel. Using Flynn Taxonomy, most modelsutilise a Multiple Instrution stream, Multiple Data stream (MIMD) setup. Ifat eah yle all proessors must exeute the same instrution (that is thereis only one instrution stream) the system will be a Single Instrution stream,Multiple Data stream (SIMD) mahine.Synhrony indiating how tightly synhronised the proessors are. The tightestlevel of synhrony is at instrution level, meaning that at eah yle, all mem-ory read operations from all proessors must be performed before any pro-essor an perform a memory write or a branh. Real MIMD mahines areasynhronous, that is, eah proessor exeutes at its own pae, independent ofthe speed of the other proesses and if a proess has to wait for other proesses,additional synhronisation operations must be exeuted.Interation mehanism indiating how parallel proesses may interat to a�etthe behaviour of one another. Commonly, this is either through shared vari-ables (or shared memory), where all proessors an aess the same sharedvariables or though message passing in whih the variables of all proesses areinvisible to other proesses and, when required, must be expliitly sent andreeived between them.



102 Review of Parallel ComputingAddress spae is the set of memory loations aessible by the proesses. Insome systems, all memory loations reside in a single address spae (from theprogrammers point of view), while in others eah proess has its own memoryaddress spae. A relationship between interation mehanism and addressspae exists, in that, for a system with a single address spae, shared memoryis muh more onveniently implemented and for a system with multiple addressspaes, message passing is more onvenient.Memory model spei�es how the system deals with shared memory address a-ess onits. Consisteny rules are used to resolve these onits. The moststrit of these is the Exlusive Read, Exlusive Write (EREW rule) by whiha memory loation an be read or written by at most one proessor per y-le. The Conurrent Read, Exlusive Write (CREW) and Conurrent Read,Conurrent Write (CRCW) rules allow more exible management in allowingmemory loations to be aessed by multiple proessors, but introdue theneed for onit resolving poliies.4.3.1 Parallel Performane and OverheadsPerformane attributes are of diret interest to the CFD programmer, but are highlyplatform dependent. Commonly used performane attributes inlude [107℄: thenumber of proessors, the lok rate (in MHz), the sequential and parallel exeutiontime and various ratios inluding the speedup and eÆieny due to parallelisation.These parameters are tightly oupled to another attribute, the salability of a par-allel system.Although many people regard lok speed as the de�ning fator in proessorspeed, espeially in the home omputer market, there are many aspets of proessordesign that de�ne the atual rate at whih useful alulations an be done. The useof memory hierarhy is a very important aspet of eÆient proessor design. Thepeak speed at whih modern proessors an proess information is muh faster thanthe urrently available general memory. To ope with this speed di�erene data isretrieved from the slow main memory in hunks and is bu�ered in very fast ahes.This allows the proessor to have a muh more onsistent ow of data supplied toit. The aim of exeuting an algorithm in parallel is to divide the work up betweenthe proessors. Thus, for parallelism with an eÆieny of one, two proessors wouldrun an algorithm twie as fast. This is never the ase as there are always \over-heads" assoiated with running the algorithm over multiple proessors. Overheads



4.3 Models for Parallel Computers 103are de�ned as any extra work that must be done, in addition to the useful work,purely to ahieve parallelism. Overheads inlude:Communiation overhead the work required to share updated variables betweenproessorsSynhronization overhead the work required to align the proessors at a parti-ular point in the algorithm whih depends on all variables being up to dateParallelism overhead whih aounts for misellaneous overheads inluding as-signing new proessors to do work, dealing with the operating system andlosing onnetions to proessors after being usedAnother overhead whih may be a fator in reduing parallel eÆieny is theload imbalane overhead. It is due to proessors having an unequal amount of workto do. Commonly this may also be due to the use of proessors of di�ering speed,but given the same amount of work to do. Load balaning tehniques an be used toensure that the work is shared appropriately and that at all times proessors haveuseful work to do. Stati load balaning an be used when the relative amounts ofwork that should be assigned to eah proessor is known before hand.4.3.2 SalabilityA omputer system is said to be salable if proessors, memory and I/O omponentsan be added to failitate an inrease in performane and funtionality. Ideally thisinrease should be proportional to the inrease in system resoures [107℄. The mostobvious way of saling a parallel system to ahieve greater performane is by addingmore proessors; however, there is a trade-o� in that inreasing the number of pro-essors also inreases the overheads assoiated with ommuniation and synhroni-sation. This means that the inreased amount of work that an be done may not allbe useful work. Parallel eÆieny is the atual speedup divided by the theoretialspeedup from running on multiple proessors. EÆienies of around ninety perentan be obtained with eÆient odes, running on MPP systems. An ineÆient use ofparallelism is a waste of omputing power and in many ases, an exessive numberof proessors will often severely impede performane.Saling a omputer by inreasing the number of proessors alone is insuÆientto ahieve an inrease in performane. A more aurate way of thinking of thistype of saling is in an inrease in atual mahine size as the resoures used bythe proessors must also be saled appropriately. The ommuniation subsystem(inluding the interonnetion, the interfae and the assoiated software) may often



104 Review of Parallel Computinghave to be improved to handle the inreased load. Another key resoure that mustbe saled is memory, inluding ahe memory. Some systems sale better thanothers due to their arhitetures; the SGI Origin 2000, being a Distributed SharedMemory (DSM) system is limited to 128 proessors [204℄, whereas Massively ParallelProessor (MPP) systems are an be saled to an unlimited number of proessorsdue to their more straight forward interonnetion network. ASCI White whihonsists of 8,192 proessors is an example of these systems.A seond form of salability, tehnology salability, refers to the ability to replaeomponents of a omputer with newer, more advaned, versions. This saling is notlimited to parallel omputers, but is ommon to any omponent based system. Anexample of this are the proessors on the Origin 2000; an SGI Origin 2000 omputerpurhased in 1997 would have featured the R10000 proessor, whih in 2001 was up-graded to the R12000 proessor, o�ering improved performane. Another example,relevant to a workstation luster is the upgrading of 10Mbit/s Ethernet networks to100Mbit/s Fast Ethernet networks by upgrading network ards, swithes and ables,whilst being able to retain all hardware not diretly involved in the networking.Software salability is, in many ways, just as important as hardware salability.Software salability inludes adding new versions of operating systems, drivers andappliations, espeially better ompilers and libraries. Software salability not onlyallows a system to keep abreast of the urrent level of software development, butalso to take advantage of system improvements resulting from hardware saling,although, software should not beome obsolete with the introdution of newer gen-eration hardware. In ontrast to the fast pae of hardware tehnology, appliationsoftware often moves muh more slowly. For example, Fortran 77 is still widely used,although new ompilers are released every few years.The aim of a salable system is to provide a exible, ost e�etive omputationaltool that will be able to handle ever inreasing problems and appliations over time[107℄.4.3.3 Parallel Random Aess Mahine (PRAM)The most general abstrat parallel omputer model is the Parallel Random AessMahine (PRAM) model, proposed by Fortune and Wyllie [71℄. The PRAMmodel isthe parallel omputer analogy to the von Neumann model for sequential omputing.A system based on the PRAM model will aess multiple instrution streams andmultiple data streams. It onsists of an arbitrarily large number of proessors inparallel, all aessing a shared memory spae. The PRAM model is synhronousat instrution level, that is, tightly synhronous. At eah yle, all memory read



4.3 Models for Parallel Computers 105operations from all instrutions must be performed before any proessor an performa memory write. At eah yle eah proessor exeutes exatly one instrution, whihmay be a null instrution in the ase where the proessor is idle in that yle. Asingle instrution an be either one of three operations: feth one or two words fromthe memory as operands, perform an arithmeti logi operation on loaded data orstore the result bak into a memory address [119, 77℄.The interation mehanism of the PRAM model is through shared memory,with all memory loations residing in a single address spae. Additional to thisall proessors must be able to aess all memory loations in the same amount oftime, known as Uniform Memory Aess (UMA). Mahines that do not satisfy thisondition are known as Non Uniform Memory Aess (NUMA) mahines. Memoryaddress onits in PRAM mahines are resolved by the Exlusive Read, ExlusiveWrite (EREW) rule. The PRAM model does not take into aount overheads: dueto the yle level synhrony the synhronisation overhead is assumed to be zeroand the ommuniation and parallelism overheads are ignored. This means that theonly overhead that is inluded in the PRAM model is the load imbalane overhead,aounted for in the fat that at a yle, a proessor may exeute a null instrution.The PRAM model is idealised and, although omputers are based on the model,only some of its features are ever used in any one system [126℄. The Origin 2000is an example of a omputer based on the PRAM model that does not meet thespei�ation fully. It onsists of a number of symmetri proessors aessing aommon memory spae, but the system does not provide UMA. This is beause theshared memory spae is physially distributed amongst the proessors, known asDistributed Shared Memory (DSM), and memory on the loal proessors is fasterto aess than memory stored on other proessors. With this approah, proessorsan write to di�erent opies of variables to one another, so the validity of the datain eah proessor's ahe must be ensured. This is done through a Cahe Cohereny(CC) protool, thus the Origin 2000 a alled a CC-NUMA system.4.3.4 Bulk Synhronous Parallel (BSP)The Bulk Synhronous Parallel (BSP) model was introdued to overome the short-omings of the PRAM model, while attempting to maintain its simpliity [237℄. Theaim of the BSP model is to build on the PRAM model by introduing additionalparameters to apture the overheads assoiated with the exeution of a programin parallel. Like the PRAM model, the BSP model is based on a MIMD systemas all proesses an exeute di�erent instrutions on di�erent data within the sametime step. A BSP system onsists of a set of proessor and memory pairs that are



106 Review of Parallel Computingonneted by an arbitrary interonnetion network.Although the basi unit of time is still the yle, the program exeutes as a stritsequene of \super steps". During eah super step, omputation ours and atits ompletion there is a ommuniation operation between the proessors followedby a barrier synhronisation. Both of these operations introdue overheads whihan be easily quanti�ed. This barrier auses all of the proessors to omplete theurrent super step before any an proeed to the next superstep. This means thatthe BSP model is loosely synhronous (at the super step level), ompared to theinstrution level, tight synhrony of the PRAM model [194℄. Within eah of thesuper steps, di�erent proesses exeute asynhronously. The impliation of this isthat the BSP model is losely related to the SPMD lass of omputers and morelosely approximates the behaviour of some real parallel mahines.The BSP model uses a single address spae in whih a proessor an aess notonly its own loal memory, but also any remote memory loal to another proessor.The model does not expliitly require any spei� form of interation mehanism,but usually implements a shared memory and message passing. Within a super stepa proessor an aess only data in its own loal memory exept for at the barriersynhronisation. This means that on eah proesses omputation ours indepen-dently of the other proesses and that the writing of all data must be ompletedbefore any data is read (during the omputation of the next super step).The BSP model presents a more realisti representation of a real omputer sys-tem, beause it aounts for all overheads exept that for proess management [126℄.The exeution time of a super step is the sum of three omponents: the omputationtime, the synhronisation overhead and the ommuniation overhead. The ompu-tation time is the maximum number of yles spent on omputation operations byany proessor, also aounting for load imbalane (this was the only overhead a-ounted for in the PRAM model). The synhronisation overhead is then the timetaken to align the proesses, forming a barrier up to where all work whih must beompleted before any proess an ontinue. The synhronisation overhead has as itslower bound the network lateny (that is the time for a word to propagate throughthe physial network). The ommuniation overhead is related to the time taken foreah node to send a series of words to various nodes and for these nodes to reeivethe words. The BSP model does not allow for the overlapping of these overheads.A further re�nement to the PRAM and BSP abstrat parallel models is the PhaseParallel model, but BSP model is suÆient for analysing the parallel performaneof SPMD appliations suh as most CFD appliations [107℄.The onepts desribed by the BSP model form the basis for its own speiallibrary, BSPlib [171℄, developed at Oxford University. As well as this, BSP as



4.3 Models for Parallel Computers 107a parallel omputing model an also be used as a basis for the struture and theanalysis of parallelisation with other libraries, inluding MPI. These are the softwaremodels, along with OpenMP, that will be used to build the parallel CFD odesdesribed in Chapter 5.



108 Review of Parallel Computing4.4 Parallel Programming Software Models4.4.1 Expliit parallelisationExpliit parallelisation means that it is the programmers responsibility to use lan-guage onstruts, ompiler diretives and library funtions to speify all aspets ofthe parallel exeution of the program; the parallelising proedures must be expliitlyspei�ed in the soure ode. The three most dominant expliit models are:Data parallel involves exeuting the same instrution on di�erent data streams inthe same lok yle on multiple proessors; this is the SIMD model. Paral-lelism is exploited at the data set level with a single instrution stream andloosely synhronous operations. Although speifying the data layout, the par-allelism is often impliit in the appliations through loop parallelisation. Lan-guages using this approah inlude Fortran 90 and High Performane Fortran(HPF) [190, 133℄.Message passing involves a program exeuting with multiple proesses in whihthe programmer is responsible for almost all aspets of the parallelisation suhas data handling, ommuniation and synhronisation operations. The indi-vidual proesses may exeute asynhronously, with barrier and bloking om-muniation proesses to ensure orret exeution order when neessary. Theproesses all use di�erent address spaes so that data variables loal to oneproess are not diretly available to other proesses. The proesses annotread from, or write diretly to, eah other's address spaes and all ommu-niation is by message passing operations. As well as this, both work loadand data must be expliitly alloated by the programmer. Appliations in-tended for message passing systems usually exploit oarse grained parallelismto minimise the e�et of lateny. The two standard libraries implementing thismodel are the Parallel Virtual Mahine (PVM) [229℄ and the Message PassingInterfae (MPI) [87, 215℄, whih an be implemented on nearly all types ofparallel omputers.Shared memory programs feature multiple threads (the shared memory analogyof a proess), all aessing a single shared address spae. Threads operateasynhronously, and the workload an alloated either expliitly or impli-itly. Communiation is done impliitly through shared reads and writes ofvariables. Expliit synhronisations an be performed to maintain the orretexeution order between the threads. For a long time the shared memorymodel laked a widely aepted standard (omparable to MPI). OpenMP hasreently emerged as a �rm standard [168℄. The OpenMP standard is baked by



4.4 Parallel Programming Software Models 109the major manufaturers of shared memory mahines inluding SGI, IBM, In-tel and Compaq. The shared memory model is a programming model and anbe implemented on any MIMD system. Some reent attempts at implement-ing the model on MPP systems, where software transparently performs theommuniation of variables between threads, have met with ineÆient results[51℄. In ontrast, DSM systems running OpenMP, in whih the ommuni-ation is performed transparently by a sophistiated hardware and softwareombination, have been very suessful.4.4.2 Impliit ParallelisationImpliit parallelisation is when the programmer does not speify to the ompilerthe partiular aspets of parallelism is ahieved, but rather, at most prompts theompiler as to where to exploit it. The most popular approah to ahieving impliitparallelisation is by the use of automati parallelising ompilers on sequential pro-grams that have already been written. The ompiler �rst performs a dependenyanalysis on the sequential program, this involves both data dependene and ontroldependene. If an operation in one proess requires data from another proess thenthe latter proess must be ompleted before the former an ontinue; however, iftwo proesses are determined to be independent, then they an be sheduled to beexeuted in parallel. Most tehniques for automati parallelisation fous on restru-turing tehniques for exploiting parallelism in Fortran \do" loops and C \for" loops.One major advantage of impliit parallelisation is that it allows previously writtensequential programs (whih may have been developed and veri�ed at large ost) tobe used on parallel systems. This also means that the programs are theoretiallyportable between di�erent systems [210℄. An examples of a ommerially availableimpliit paralleliser is the KAP automati parallelising ompiler [124℄.The eÆieny of parallel ode generated from sequential ode by automati par-allelisers has often been questioned. Manually transformed odes an generally showsigni�ant improvement over those generated automatially, even by urrent state-of-the-art parallelisers [21℄. Automati parallelisers have signi�ant potential forimprovement as the majority of transformations that are normally applied manu-ally should be able to be automated. Ideally transformations should be ompletelyderivable from the soure ode, without requiring any information about the appli-ation. In 1992, Blume and Eigenmann [21℄ onduted a study of the e�etiveness ofthe tehnology implemented by automati parallelisers and showed that partiularaspets had not reahed a level of maturity suh that e�etive parallel eÆienyould be ahieved reliably. There has been limited suess sine that time in �ndinganswers to these inadequaies and the fous of development has shifted to expliit



110 Review of Parallel Computingmethods of parallelisation [87℄.With some automati parallelisers, the programmer an give \diretives" to theompiler by providing it with more information. For example, if all iterations of aomplex loop are known to be independent, the programmer an provide this in-formation to the ompiler. These diretives an allow the ompiler to do a muhbetter job of parallelising the sequential ode, and so in this way, the distintionbetween expliit and impliit parallelisation has beome blurred. OpenMP is on-sidered expliit parallelisation even though all aspets of the parallelisation need notbe spei�ed to the ompiler.



4.5 The Choie of Parallel Methods. 1114.5 The Choie of Parallel Methods.Using proessors in parallel gives the user aess to omputing power that wouldnot otherwise be urrently available. Parallel omputing is an essential aspet ofmodern CFD development, requiring muh e�ort to suessfully utilise in a ode,but giving performane bene�ts as a result.The rapidly hanging parallel omputing marketplae has ontributed to the fatthat, until reently, no partiular method of parallel omputing has managed to gainmainstream aeptane. The vast number of hoies available to the onsumer inthe past has now settled into what is basially a hoie between shared memory anddistributed memory omputers.The review in this setion disussed the bene�ts of expliit parallelisation. InChapter 5 the implementation of the expliit everything approah to parallelisationwill be explored. This approah is thought to be most suitable to ompressible CFDas it allows greater ontrol and portability than impliit methods.Impliit parallelisation has bene�ts in ease of programming; however, ompilertehnology is not yet at the stage where portable, eÆient ode is reliably generated.Expliit parallelisation, although requiring signi�antly more work in development,an provide eÆient ode that an be run on di�erent types of platforms.MPI is the standard for message passing libraries on distributed memory omput-ers and OpenMP is the standard for parallel libraries on shared memory omputers.OpenMP relies on having speialised shared memory hardware to run. Messagepassing libraries an be used on almost all types of omputers, inluding the emerg-ing lass of heap and powerful parallel omputers based on workstation lusters.These methods work with standard programming languages, suh as C or Fortran.This makes them suitable to developing parallel versions of CFD odes that havealready been developed.
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C H A P T E R 5

Implementation of Parallel ComputerCodes
Chapter 4 provided an overview of parallel omputing, an historial perspetive andan outline of the lassi�ations applied to parallel omputing hardware and software.The bene�ts of expliit parallelism, using parallel libraries that are built on top oftraditional languages, suh as C and Fortran, were disussed. These librares de�ne,or prompt the ompiler as to, how the parallelism is ahieved. Bene�ts in usingthese libraries are based on improvements in the portability and preditability ofthe resulting ode, and the onveniene in ontinuing to use C and Fortran in parallelode development. It was deided through this review, and given the omputers thatare available, to use both OpenMP and MPI in the development of the CFD odesdisussed in this thesis.This hapter will investigate the implementation of parallelism in atual Com-putational Fluid Dynamis (CFD) odes. Before the disussion on the CFD odes,a simple appliation will be desribed to illustrate the overall struture of a paral-lel program in eah of the parallel methods. The parallel odes were implementedusing three methods: OpenMP is a ompiler diretive based approah using theshared memory model, MPI is based on the distributed memory model with mes-sage passing onstruts and BSP is based on message passing onstruts, like MPI,but imposes a more restritive struture to the parallel ode. These three methodsmake up the vast majority of the ode use for parallel programming on distributedand shared memory parallel omputers. Vetor omputers generally use platform-spei� automati vetorising languages and will not be disussed in this hapter.OpenMP [168℄ is the newly established programming standard for shared mem-ory omputers and the Message Passing Interfae (MPI) [161℄ is the well-establishedstandard for message passing on distributed memory omputers. The suess ofMPI for distributed memory omputers is largely seen to be due to the fat that forthe �rst time a great priority was given to establishing it as a standard right fromthe outset [87℄. This suess prompted the developers of shared memory omputers



114 Implementation of Parallel Computer Codesto establish their own standard in OpenMP. The push for �rm standards in par-allel omputing is important beause it promotes portability. In ontrast to thesetwo programming models we will also investigate the Bulk Synhronous Parallel(BSP) [171℄ method, whih is seeking to establish itself as a standard by providingadvantages over the other two methods.The �ne resolution mesh simulations of the Drummond Tunnel, performed inChapter 7, require one month of CPU time on the APAC National Faility. IfOpenMP diretives were used to divide this solution amongst four proessors, thenthis solution time ould be redued to one week. The arhiteture of the APACNational Faility, being made up of four proessor SMP boxes, means that theshared memory approah of OpenMP annot be used between these boxes. Themessage passing approah of MPI an be used between these boxes and a solutionon 30 proessors, using MPI, would take around one day. This demonstrates theimportane in using parallel omputing in obtaining the large simulations in thisthesis.The implementation of a simple ode, used for alulating � based on a randomsampling of points around a irle, is used to provide an example of how paral-lelism is ahieved with the three methods. The implementation of parallelism of twoCFD odes, based on the numerial tehniques that were desribed Chapter 3, arethen desribed. The implementation of the SPH ode is desribed in detail usingOpenMP, MPI and BSP. Then the implementation of MB CNS, using OpenMP andMPI, is desribed. Following the disussion of the implementation, the performaneand eÆieny of parallel versions of MB CNS will be disussed. The performaneand eÆieny of the parallel versions of the SPH ode are disussed in Appendix A.



5.1 Parallelisation 1155.1 ParallelisationWhilst parallel speedup is ahieved by dividing up the omputational work, thissharing of work has its penalties or overheads: information must be ommuniatedbetween the proesses and, as well as this, the proesses must be regularly synhro-nised and managed. These overheads represent work that would not otherwise haveto be done in a sequential ode. The goal of parallel omputing is the division ofwork amongst multiple proessors without inurring signi�ant overheads broughtabout by that division.The proess of dividing the work for parallel exeution in CFD appliations isknown as domain deomposition as it is the uid domain itself that is distributed.There are di�erent methods, of varying omplexity and resulting eÆieny, used toahieve this division. Domain deomposition in MPI and BSP requires that thedeveloper speify partiles to be assigned to proesses from the array as a funtionof the proess number in the rank. This proess is automati in OpenMP and allowsdynami alloation of the work to the threads.Data dependeny analysis must be performed before parallelisation of an algo-rithm is attempted. By this, it must be ensured that proesses, or threads, arenot reading data that is being written to memory by another proess, or thread, inthe same blok of omputation. This would result in a rae between the two as towhether the new data is written �rst or the old data is read �rst. Rae ondition is aterm used to desribe this situation. OpenMP performs a data dependeny analysisbefore allowing a segment of ode to be exeuted in parallel; however, in MPI andBSP this responsibility is with the developer.As a parallel program proeeds, the point will be reahed at whih proesseswill require information from other proesses. This requires the results to be om-muniated between the two. This an be ahieved in di�erent ways depending onthe parallel hardware and software being used. Communiation may be performedonurrently with omputation through the use of ommuniation bu�ers; however,for the most part they are separate and ommuniation forms a distint break inomputation. This is partiularly the ase with expliit CFD odes whih workthrough a sequene of time steps.Communiation usually makes up a signi�ant proportion of the extra workinurred through parallelisation. Communiation time is made up of two parts:lateny and the atual data transfer time. Lateny is the delay in whih the linkbetween the two sides of the data transfer is established. The smaller the amount ofdata being transferred, the more signi�ant the e�et of lateny; this makes it usuallymore eÆient to transfer larger bloks of data when ommuniation is performed.



116 Implementation of Parallel Computer CodesThe interproess ommuniation lateny on the SGI Origin 2000 is 15�s, and theommuniation bandwidth is 80MB/s. Interonnetion networks used on Beowulflusters vary; however, latenies are usually higher, being from 19�s and 30�s, fora swithed fast ethernet based interonnetion [199℄, and bandwidths are usuallysmaller.Synhronisation, usually tightly oupled with ommuniation, involves ensuringthat the units are all up to the same stage in the algorithm before allowing any ofthem to ontinue, at any point where this is ritial. Synhronisation an be anexpensive operation when many proessors are used.Distributed memory inter-proess ommuniation may be either bloking or non-bloking. Bloking ommuniation means that proessors that omplete the ommu-niation routines �rst are stopped from proeeding with new omputation until allproessors have reahed the same stage. MPI olletive ommuniations are blok-ing, foring all proesses to suspend until all ommuniation is omplete. This meansthat after a olletive ommuniation all, an MPI Barrier all is not neessary andwould only result in a seond synhronization, thus doubling the overhead. BSPolletive ommuniations are non-bloking and expliit synhronisation is required.Both proedures ahieve the same result.The granularity of parallelism refers to the relative size of segments that the odean be broken into to be run in parallel. The �ner grained the parallelism is, the moreregularly ommuniation and synhronisation, bounding regions of omputation,is required. CFD appliations are generally formulated to allow oarse grainedparallelism. This is often more eÆient beause it redues the signi�ane of systemlatenies.Load balaning ensures that eah proess spends the same amount of time doingthe work assigned to it. The issue of load balaning may be more ompliated thansimply sharing equal numbers of omputational ells or points between proesses.Where proessors of di�ering speed are used, load balaning may mean giving morework to faster proessors aordingly. Dynami alloation of work in OpenMPprograms an be onveniently used for load balaning.When running an algorithm in parallel, setions of the algorithm may be funda-mentally not parallelisable. This means that while most of the algorithm is proessedin parallel, some parts of the ode an only be solved sequentially. These regionshave a serious impat on parallel eÆieny. For example, in the SPH ode, thesequential work that annot be parallelised inludes staking any new partiles inthe array as they are reated; this ation annot be performed independently withdi�erent partiles on the same array. All proesses, or threads, perform the work



5.1 Parallelisation 117in sequential regions redundantly, whih may seem wasteful, but in fat inreaseseÆieny. When a parallel program is running, any proessors that are not work-ing on the problem, for instane during a sequential region, are not released to thesystem and so are still harged to the program (if CPU usage time is reorded forusers on the system). If only one proess worked on the sequential region its re-sults would need to be ommuniated to the other proesses introduing additionalommuniation overhead without saving any proessor time.The same basi priniple of parallelism is ommon to OpenMP, MPI and BSP;however, the three methods are quite di�erent in respet of their details. A simpleexample of a naturally parallel program will be used in the following setions toillustrate how parallelism is ahieved with eah method.MPI and BSP use the distributed memory model and OpenMP uses the sharedmemory model. The implementation using both approahes will be desribed later,using the simple parallel model as a basis. With the shared memory model, allproessors aess the same global memory spae, and so, in the ase of a CFD ode,there is a single opy of the whole ow �eld stored in this memory. In the distributedmemory model eah proess stores data in its own memory spae making it more likethe simple parallel model, whih is desribed later, than the shared memory model.If proessors require updated data that is being stored by another proess then thisinformation must be transferred to it by message passing. With message passing,disrete bloks of information are requested and then sent and reeived expliitly bythe two partiipating proessors.5.1.1 A Simple AppliationA simple Monte Carlo simulation to estimate the value of � will be used to demon-strate the parallelisation of an algorithm using the approahes of OpenMP, MPI andBSP. The algorithm randomly generates points within a unit square where the fra-tion of points that lie within a quarter irle of unit radius an be used to estimate�. The area of the quarter irle is �=4 and the area of the square is 1. Thus, witha random distribution of points, the fration of points that lie within the quarterirle would be approximately �4 . The sequential ode, written in C, for this algo-rithm is shown below and features a single main loop in whih points are generatedand heked to see if they lie within the irle. This setion of the program is nat-urally parallel as di�erent proesses, or threads, an sample points independentlyand the results an be ombined at the end. The sequential implementation of the� alulating program is shown in Figure 5.1.



118 Implementation of Parallel Computer Codes/* file:pial. */#inlude <stdio.h>#inlude <stdlib.h>int main() {float pi_estimate;float x, y, r_squared;long i, total_points=10000, inside_ount = 0;for (i=1; i<=total_points; i++) {x = rand()/RAND_MAX;y = rand()/RAND_MAX;r_squared = x*x+y*y;if (r_squared < 1.0) inside_ount++;}pi_estimate = 4.0*(double)inside_ount/(double)total_points;printf("Estimate of PI = %g for total points = %ld\n", pi_estimate, total_points);return 0;} Figure 5.1: Sequential implementation of the � alulating program.Shared Memory (OpenMP)OpenMP is a spei�ation for a set of ompiler diretives, library routines and envi-ronment variables that an be used to speify shared memory parallelism in Fortranand C programs. Standardisation e�orts in shared memory parallel programmingare fousing on the development of OpenMP. Before OpenMP, eah vendor produedits own set of onstruts for shared memory parallel omputing. For example, onSGI omputers suh as the Origin series of omputers, OpenMP has replaed SGI-PowerC. A previous attempt at a standard spei�ation for shared memory, ANSIX3H5 was never formally adopted. OpenMP is far more advaned than its predees-sor on SGI omputers, PowerC, being muh more than a loop paralleliser. OpenMPallows the parallelisation of general regions of ode, the nesting of parallel regionsinside one another and more ontrol over the details of the parallel exeution.As the SGI-OpenMP library used on the SGI Origin 2000 and 3400 is tuned tothese systems, good performane would be expeted. On these omputers, under-lying hardware and software takes are of any data transfer between threads trans-parently giving the impression, to the programmer, that they are using a sharedmemory omputer. The level of usage of OpenMP is likely to inrease with the useof CC-NUMA type DSM omputers as it is very e�etive on this type of omputer.At present OpenMP does not run on distributed memory omputers beause itis based on using a shared memory spae. Suh an implementation would probablyhave to be built on top of MPI and would therefore inur signi�ant performanepenalties.OpenMP diretives are prompts given to the ompiler; they do not expliitly



5.1 Parallelisation 119speify parallelisation. Compiler diretives intended for OpenMP will not be un-derstood by other interpreters and, as pragmas in the C programming language,will be ignored when not in use. With an OpenMP apable ompiler a tag, suh as-omp on the SGI Origin 2000, will ause these pragmas to be read and ated upon.Regions of the ode that the programmer wants to run in parallel are bounded bythe diretive:#pragma omp parallel{...}Within this parallel region, the ompiler an be prompted that the main loop of the� alulating program an be run in parallel. This is demonstrated in the OpenMPparallel implementation of the � alulating program, shown in Figure 5.2./* file:pial_omp. */#inlude <stdio.h>#inlude <stdlib.h>int main() {double pi_estimate, x, y, r_squared;int i, total_points=10000, inside_ount = 0;#pragma omp parallel{ srand(omp_get_thread_num());#pragma omp for private(x, y, r_squared) redution(+:inside_ount)for (i=1; i<=total_points; i++) {x = (double)rand()/RAND_MAX;y = (double)rand()/RAND_MAX;r_squared = x*x+y*y;if (r_squared < 1.0) inside_ount++;}} pi_estimate = 4.0*(double)inside_ount/(double)total_points;printf("Estimate of PI = %g for total points = %d\n",pi_estimate, total_points);return 0;} Figure 5.2: OpenMP implementation of the � alulating program.This example shows that the struture of the ode is not hanged by the additionof OpenMP parallelism for this simple, naturally parallel program. The two pragmashave prompted the ompiler that the alulations in the following loop an be run inparallel. The number of threads used in an OpenMP is spei�ed as the environmentvariable OMP NUM THREADS and hanging this number does not require the ode tobe reompiled. OpenMP parallel ode for the pi example is shown. The OpenMPpragma statement prompts the ompiler as to the loations of potentially parallelregions. In this ase the loop is divided amongst multiple threads and the redutionlause is used to sum eah of the threads ontribution to the total inside ount.



120 Implementation of Parallel Computer CodesThe all to srand() seeds the random number generator, using the thread num-ber, so that eah thread is working with a di�erent set of random numbers; thethreads using di�erent sets of random numbers is essential for the parallel ompu-tation.This ode would be ompiled and run, using four proessors, on the SGI Originseries omputers with the following ommands: -O3 -mp pial_omp. -o pial_omp.exe -lmsetenv OMP_NUM_THREADS 4./pial_omp.exeMessage Passing Interfae (MPI)The Message Passing Interfae (MPI) was proposed in 1993 by a ommittee, formedat the Superomputing '92 onferene, known as the MPI forum. MPI was intendedto beome the standard spei�ation for ommuniation protools in MIMD dis-tributed memory parallel omputers [3℄. This has largely ome to be a reality withalmost all modern superomputers having MPI libraries available.The basis of message passing is that all proesses store only a loal memory, butare able to ommuniate with the other proesses by sending and reeiving messages.One of the de�ning features of message passing is that the sending and reeiving ofmessages are separate operations [87℄.One of the primary reasons for the suess of MPI is that, from the very begin-ning, omputer manufaturers, Universities, government laboratories and industryhave all ontributed to the standard. MPI is largely seen to have taken over fromPVM and has used features and notation from that standard to build upon. A lot ofthe development of MPI has been with workstation lusters in mind, as disussed inChapter 4, and with future trends in superomputing almost ertainly being fousedtowards these types of arhitetures, the use of MPI seems set to inrease.The MPI libraries used in this paper omplied with version 1.2 of the standard.Three of the most widely used libraries, LAM-MPI [236℄, MPICH [86℄ and MPI/Pro[162℄ were used in the tests on the beowulf luster, and the SGI Message PassingToolkit (MPT) was used on the Origin 2000. The MPT is a library based on thestandard that is speially tuned for the Origin 2000 arhiteture. The MPICH andMPI/Pro libraries originated from Argonne National Laboratory and the Universityof Chiago, with MPI/Pro only di�ering in that it is marketed on a ommerialbasis and omes with tehnial support. The two libraries are speially targeted forworkstation lusters, and there was no disernable di�erene in the performane ofthe two libraries in the tests, as would be expeted.



5.1 Parallelisation 121The omplexity of MPI an range from simple send and reeive ommands toolletive ommuniation proedures involving strutures of data. MPI an be de-sribed as being as large as the user deides, where an entire algorithm an bewritten using the basi six ommands, out of an available 125, inorporating all ofthe funtionality available in the standard.MPI ontinues to be developed with the MPI-2 standard, whose de�nition wasompleted in 1997. The new standard inludes signi�ant extensions to the MPI-1 programming model and the introdution of new funtions, suh as one sidedommuniation, and the replaement of some funtions with more eÆient imple-mentations [215℄.A program using MPI must inlude the MPI header �le mpi.h. In MPI thenumber of proesses to be used is spei�ed from the ommand line at exeutiontime. The two arguments must be added to the main() funtion to aount for thetwo ommand line arguments that speify the number of proessors to mpirun:main(int arg, har **argv) {Proesses annot be reated and destroyed during exeution and will be used through-out, regardless of whether they are doing useful work; however, these proessesannot be given any MPI spei� ommands until MPI is initialized, with:MPI_Init(&arg, &argv);MPI ommuniations are onduted within groups. The most broad group for MPIommuniation is MPI COMM WORLD, whih will be used for all ommuniations dueto the simple nature of our ommuniation needs. The number of proesses, Ptotal,spei�ed to mpirun is onstant throughout the solution proedure.The total number of proesses used is stored in the loal variable num pro andeah proesses is given a identi�ation number (from 0 to Ptotal-1), stored loally asmpi pid.MPI_Comm_size(MPI_COMM_WORLD, &num_pro);MPI_Comm_rank(MPI_COMM_WORLD, &mpi_pid);The MPI parallel implementation of the � alulating program is shown in Fig-ure 5.3. This implementation is more ompliated than would normally be needed inthat eah proess simply ould work through indies 1 to total points/p; however,this implementation does assign points to be alulated in the same way as the SPHode desribed in Setion 5.2.1, and so is a useful example. Spei�ally, this meansthat points are treated as if they ome from the same list of indies numbered from1 to total points.



122 Implementation of Parallel Computer Codes/* file:pial_mpi. */#inlude <stdio.h>#inlude <stdlib.h>#inlude "mpi.h"int main(int arg, har **argv) {double pi_estimate, x, y, r_squared;int total_points = 10000, inside_ount = 0;int i, num_pro, mpi_pid, start, end;setbuf(stdout, (har *)0);MPI_Init(&arg, &argv);MPI_Comm_size(MPI_COMM_WORLD, &num_pro);MPI_Comm_rank(MPI_COMM_WORLD, &mpi_pid);srand(mpi_pid);start = mpi_pid*(int)((double)total_points/(double)num_pro);if (mpi_pid == num_pro-1) end = total_points;else end = (mpi_pid+1)*(int)((double)total_points/(double)num_pro);printf("... proess %d has %d to %d\n", mpi_pid, start, end);for (i=start; i<=end; i++) {x = rand()/RAND_MAX;y = rand()/RAND_MAX;r_squared = x*x+y*y;if (r_squared < 1.0) inside_ount++;}MPI_Redue(&inside_ount, &inside_ount, 1, MPI_INT, MPI_SUM, 0, MPI_COMM_WORLD);MPI_Finalize();pi_estimate = 4.0*(double)inside_ount/(double)total_points;printf("estimate of PI = %g for total points = %d\n",pi_estimate, total_points);return 0;} Figure 5.3: MPI implementation of the � alulating program.The all to MPI Init initialises the MPI parallelism taking the number of pro-essors to use as input from the ommand line. MPI Comm size and MPI Comm rankstores how many proesses are ative and whih number they have been individuallyassigned. For simpliity the number of points to be tested is trunated, making it di-visible by the number of proesses with no residual. In MPI, division of the problemis done manually in MPI and is ahieved by speifying the indies that will be usedin the main for loop as a funtion of mpi pid and num pro. The variables startand end are stored separately by eah proess, and then eah proess independentlyruns on its fration of the points and stores the number of points that lie within thequarter irle.The redution operation MPI Redue takes the values stored at the address&inside ount from eah proess and performs the MPI operation MPI SUM, whihsums all of the values stored by the threads. The result is stored at the address ofinside ount on the root proess, proess zero. The one refers to the number of



5.1 Parallelisation 123data values on eah thread that are being summed. MPI INT is the data type thatis being summed, whih is equivalent to type INT. MPI COMM WORLD is the ommuni-ation group being used. The all to srand() seeds the random number generatorfor eah proess di�erently, using the proess number.This ode would be ompiled and run, using four proessors, on the SGI Originseries omputers with the following ommands: -O3 pial_mpi. -o pial_mpi.exe -lm -lmpimpirun -np 4 ./pial_mpi.exe



124 Implementation of Parallel Computer CodesBulk Synhronous Parallel (BSP)The Bulk Synhronous Parallel (BSP) model of parallel omputing was �rst pro-posed in 1990 by Valiant [237℄. Sine then the model has been implemented by aresearh group at Oxford University [171℄ produing BSPlib whih is a library ofBSP ommuniation and synhronisation primitives. These primitives are allablefrom both Fortran and C and the library inludes performane analysis, benh-marking and debugging tools. The aim of BSP is to produe a parallel library thatis arhiteture independent, provides salable parallel performane and yet is on-eptually simple. These objetives have largely been ahieved in BSPlib; however,results were only obtained for the Origin 2000 sine the installation of the libraryon the Beowulf luster failed.Within a superstep eah proess performs its independent omputations, followedby a global omputation phase and then a barrier synhronisation. In this way BSPimposes a more strit, but simple underlying struture on the parallel ode, allowingparallelisation to be ahieved with less ompliation and e�ort, and greatly aiding inthe analysis of the performane of the ode. The superstep-based struture of BSPorresponds well with the time step struture of expliit CFD odes and so providesa useful model.Unlike MPI, BSP threads are reated at the time that BSP is initialised, usingbsp begin(), and therefore any ommands before then are only exeuted by the�rst thread, whih is e�etively sequential ode. BSP ode must inlude the BSPheader �le bsp.h. The BSP parallel implementation of the � alulating programis shown in Figure 5.4.A program using BSP an aept the number of proessors to be used as inputfrom the ommand line, as with MPI. BSP does not feature a dediated reduefuntion, as was used in the MPI version of the ode. For this reason mallo isused to reate an array with an element for eah proess running; when proessesare �nished doing their part of the alulation, their loal opy of inside ount issent to the master proess and put in an element of this array. The result is thensummed by the master proess to obtain the answer.The memory spae used by the reeive buffer array is written to by the otherproesses using Diret Remote Memory Aess (DRMA) and must be made availableto the other proesses by using bsp push reg; it is released after the proesses havewritten to it using bsp pop reg. Again, the all to srand() seeds the randomnumber generator for eah proess di�erently, using the proess number.



5.1 Parallelisation 125
/* file:pial_bsp. */#inlude <stdio.h>#inlude <stdlib.h>#inlude <bsp.h>int main(int arg, har **argv) {double pi_estimate, x, y, r_squared;int i, num_pro, start, end;int total_points = 10000, inside_ount = 0, ;int *reeive_buffer;num_pro = atoi(argv[2℄);reeive_buffer = mallo(num_pro*sizeof(int));bsp_begin(num_pro);bsp_push_reg(reeive_buffer, num_pro*sizeof(int));srand(bsp_pid());start = bsp_pid()*(int)((double)total_points/(double)num_pro);if (bsp_pid() == num_pro-1)end = total_points;elseend = (bsp_pid()+1)*(int)((double)total_points/(double)num_pro);printf("... proess %d has %d to %d\n", mpi_pid, start, end);for (i=start; i<=end; i++) {x = rand()/RAND_MAX;y = rand()/RAND_MAX;r_squared = x*x+y*y;if (r_squared < 1.0) inside_ount++;}bsp_put(0, &inside_ount, reeive_buffer, bsp_pid()*sizeof(int), sizeof(int));bsp_syn();bsp_pop_reg(reeive_buffer);bsp_end();for (i=1; i<num_pro; i++) inside_ount += reeive_buffer[i℄;pi_estimate = 4.0*(double)inside_ount/(double)total_points;printf("estimate of PI = %g for total points = %d\n",pi_estimate, total_points);return 0;} Figure 5.4: BSP implementation of the � alulating program.



126 Implementation of Parallel Computer CodesThis ode would be ompiled and run, using four proessors, on the SGI Originseries omputers by the following ommands:bsp -flibrary-level 2 -O3 pial_bsp. -o pial_bsp.exe -lm./pial_bsp.exe -np 4



5.2 Parallel Implementation 1275.2 Parallel ImplementationThis setion will desribe the implementation of parallelism in the SPH ode and inMB CNS. The SPH tehnique exhibits a natural parallelism and MB CNS utilises amulti-blok parallelism. The parallelism in the SPH ode will be desribed in moredetail.The aepted notation for referring to eah of the separate instanes of an SPMDprogram operating in parallel is a thread when using a shared memory spae, and aproess when using a distributed memory spae. For this reason, OpenMP threadsand MPI (or BSP) proesses will be referred to. These are distint from the termproessors whih refers to the hardware that threads and proesses run on. In thishapter, it an be assumed that eah thread or proess is run on its own proessorunless expliitly stated.



128 Implementation of Parallel Computer Codes5.2.1 Parallel SPHThe Smoothed Partile Hydrodynamis (SPH) tehnique was desribed in Se-tion 3.2.1. The SPH tehnique is naturally parallel as the solution proedure anbe divided up in a straight forward manner. The majority of the work in the SPHmethod is in alulating partile interations and these interations are independentof one another. This natural parallelism is demonstrated in Figure 5.5 where thee�et of partile A on B an be alulated independently of the interation of C andD.
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Figure 5.5: Using kernel interpolation, the alulations for any partiles A with B areindependent of C with D.The lass of parallelism implemented in most CFD odes is desribed usingFlynn taxonomy [70℄ as Single-Program Multiple-Data (SPMD) parallelism. Withthe SPMD model of parallel omputation eah proess works on a di�erent segmentof the same data set; in the ase of CFD the same ow domain. As seen in the simple� alulation program in Setion 5.1.1, the distribution of work is done automatiallyin OpenMP, but must be spei�ed expliitly with MPI and BSP. OpenMP gives anumber of options in how the division is done to allow for load balaning.The most simple method of dividing up the work in an SPH ode is to arbitrarilyassign 1=p of the partiles, where p is the number of proesses being used, to eahproess. This will be referred to as the simple parallel model. This model is thebasis for the shared memory model and is one of the two main hoies for distributedmemory programs.Figure 5.6 shows the division of work in the simple parallel model for the SPHmethod. A simulation using four proesses is shown. Eah proess stores its ownopy of the array of partiles whih may, or may not, be aessible by the otherproesses. During a time step eah proess updates the properties of the partilesassigned to it, with eah proess being assigned a di�erent segment of the data. Thesegment assigned to eah proess is shown as shaded in the Figure. This is a logialpartitioning of the data set aording to how the array is stored by the program. Atthe end of a time step, eah proess has updated information for its setion of the



5.2 Parallel Implementation 129array (at time t) and out of date information for the other setions (at time t� Æt).
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Figure 5.6: Logial deomposition for the simple parallel model for SPH programs.In order to arry out new alulations using this simple parallel model, eahproess must have a omplete opy of the partile array. The alulation of propertiesfor any partile may involve partiles from anywhere in the array depending on theirphysial loations in the simulation; this is not related to their logial position in thepartile array. This means that, one eah proess is �nished updating its segmentof the data, the new data must be shared amongst the other proesses. This datatransfer is shown in Figure 5.7 for the partiles assoiated with proess zero.
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Figure 5.7: Communiation for the simple parallel model for SPH programs.It is an important feature of the SPH method, given its expliit nature, thatthe alulation of any property an not result in rae ondition. This is beause forany alulation being performed the same variable is never being read as is beingalulated; for example, even the alulation of density, using kernel interpolation,only requires partile positions to proeed.The OpenMP version of the SPH ode ahieves parallelism through all threadsusing a shared memory spae. Shared memory parallelism with the SPH methodonly di�ers from the simple domain parallel method desribed in Figure 5.6 in theway that data is stored and shared. Sine all proessors aess the same global



130 Implementation of Parallel Computer Codesmemory spae there is only the need for one opy of the partile array; the simplemodel had a opy of the array for eah proessor.The basi shared memory model is shown in Figure 5.8, where proess 0 is readingthe properties of partiles from anywhere in the data struture and writing updatedresults to the setion of the global array assigned to it. The rest of the array isupdated by the other proesses onurrently.
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Figure 5.8: Shared memory parallelism for proess 0.The whole partile array must be up to date before any threads an start thenew time step sine, as with the simple model, updating a partile may requireinformation from anywhere in the array. With the shared memory model there isstill only opy of the data; this means that, unlike the simple parallel model, itdoes not su�er from the storage problems with multiple opies of the array. Withthe shared memory spae, ommuniation ours onurrently with omputationsine updated results are written to the globally aessible array; however, withSPH, rae onditon will not be inurred beause no variable is ever read from andwritten to the partile array in the same region of omputation. The shared memorymodel, although being very e�etive for limited numbers of proessors, is limited insalability by the need for all proessors to pratially be able to aess the samememory spae.The MPI and BSP versions of the parallel SPH ode use the distributed memorymodel. In this model, eah proess stores data in its own memory spae whih is notdiretly aessible to other proesses. This makes it more like the simple parallelmodel desribed in Figure 5.6 than the shared memory model. All proessors mustreeive all updated partile information before the start of a new time step sine,as with the simple model, updating a partile may require information from anyother partile. This results in a large amount of data storage and a large amountof ommuniation that must be performed to keep this data up to date. Thismethod is, however, relatively simple to implement and analyse. If proessors require



5.2 Parallel Implementation 131updated data that is being stored by another proess then this information mustbe transferred to it by message passing. This is based on the ommuniation styleshown for the simple parallel model in Figure 5.7. With message passing, disretebloks of information are requested and then sent and reeived expliitly by the twopartiipating proessors. Group ommuniation routines an be used to performspei� types of ommuniations between assigned groups of proesses.With a ode based on the Lagrangian desription of uid motion, suh as SPH,the omputational elements enter and leave the ow domain during eah time step.This means that partile array must be re-partitioned at the start of every time stepregardless of the model of parallelism used.Load balaning is partiularly an issue in SPH simulations. Partiles in regionsof higher density have more neighbours and, therefore, eah partile require moreomputational work. If equal numbers of partiles are given to eah proess thenthose working in regions of higher density will have more work to do and, therefore,will take longer to do it. This is a problem in simulations involving disontinuitiesin density, as with shok tube simulations. OpenMP allows dynami alloation ofwork to threads to aount for this type of e�et. An answer to load balaning, alsoappliable to MPI and BSP, is to randomly assign partiles to proesses so that eahwould have a roughly the same number of partiles from any high density regions.This would lead to problems with memory aess and ahe utilisation, potentiallydegrading overall performane.The simple parallel model, although providing a onvenient struture, is ineÆ-ient for the purpose of large simulations. In terms of storage, the entire array ofpartiles must be stored on eah proess; this is 972Mb of memory that must beregularly aessed for a one million partile simulation. One important aspet ofparallelisation of a CFD ode is the redution in memory spae that eah proessmust work within. In terms of ommuniation, transferring the entire array of par-tiles to every proess is ineÆient and, as well as this, the amount of data thatmust be transferred inreases proportionally with the number of proesses.Multi-blok parallelism, whih is desribed with MB CNS in Setion 5.2.2, ismade possible in an SPH ode through the use of ompat support in the interpo-lating kernel. The bloks that divide the domain ould be made up of the sortingells used to �nd neighbouring partiles, as was desribed in Setion 3.2.1. An im-plementation based on multi-blok parallelism would result in signi�ant savings inmemory usage (by not having to store the whole partile array in eah proess).Any savings in ommuniation time would likely be o�set by a signi�ant amountof extra work in aounting for the ontinuous movement of partiles between thebloks.



132 Implementation of Parallel Computer CodesShared Memory (OpenMP)The struture of the OpenMP parallel version of the SPH ode is, for the most part,the same as the sequential version. The di�erene lies in that when a partiular taskis performed, suh as the alulation of density using kernel interpolation, multiplethreads are spawned whih update information for a setion of partiles assignedto them in the shared memory spae. For these setions of the ode, the ompilerarranges multiple threads to be used in the alulations. There are setions of theode that are not exeuted in parallel, the most signi�ant of whih is assigningpartiles to the boxes used for sorting the partiles to �nd neighbours.Partile properties are updated by for loops, exeuted in parallel, whih ylethrough the list of partiles. OpenMP spawns the new threads and automatiallydistributes the partiles amongst them. In the following example the ompiler isprompted by the omp for pragma that the following for loop should be run inparallel:#pragma omp parallel{#pragma omp for private(i, x_ij, y_ij) shared(pt, total_pt, h)for (i=0; i<total_pt; i++) {...}} This loop would be used in the ode to update the properties; in the ase of step4 in the pseudo ode, density is updated by taking as input eah partiles positionand the smoothing length, h. These properties an be evaluated independently,and, therefore, in parallel. The loop will be run in parallel with eah thread usingits own, private, opy of the loop index, i, and the relative positions of the twopartiles, x ij and y ij. The same opy of the partile array, pt, the total numberof partiles, total pt, and the smoothing length, h, are used by all threads; theseare spei�ed as shared variables in the pragma. OpenMP relies on shared memoryto ahieve ommuniation sine the partile array is shared, the threads are allreading from and, later, writing to the same array.At the end of a loop, the parallel region ends and there is an impliit synhroni-sation of the threads. This is important as no threads an move on to alulationsthat require data that has not been updated by another thread. This proess isrepeated for eah new property alulation and are repeated for eah time step inthe simulation. The for loop, if it were being run sequentially, would run from0 to total pt. This struture is important as, if the pragmas were ignored, thesequential loop would still work orretly.



5.2 Parallel Implementation 133The way that elements from the loop, partiles in our ase, are assigned to thethreads an be spei�ed by the developer. These options inlude dynami shedulingin whih more work is assigned to threads as they omplete work.The performane of OpenMP will be used as the benhmark for parallel perfor-mane of the parallel SPH ode as it is aimed at being easy to implement and stillperform well on the Origin 2000.Message Passing Interfae (MPI)The MPI parallel version of the SPH ode, although aiming for the same resultas the OpenMP version, must inlude more of the detail of how the parallelism isahieved. The pseudo ode for the MPI version is shown in Figure 5.9. The strutureof the pseudo ode is not hanged from the sequential version, however, the blokinggroup ommuniations at steps 5a and 8a are added. The densities, pressures andsound speeds alulated at 4 and 5 are required by the alulations at 6 and 7 andso ommuniation is required at 5a. When the partile's properties are integratedin time, at 8, this information must be ommuniated to the other proesses, at8a, before the next time step an ommene. With the simple parallel model used,partile information may be required from any position in the partile array and soeah proess must update the information stored in the arrays on other proessors.The broadast performed by eah proess is a bloking ommuniation routine. Thiseliminates the need for an expliit barrier synhronisation at these points.1. assign partiles to flow domain aording to initial density2. assign initial properties to partiles-> 3. assign partiles to ells| 4. alulate densities at partile positions| 5. alulate partile pressures and loal sound speeds| 5a. bloking group ommuniation to update partile array| 6. alulate partile aelerations| 7. alulate rate of hange of internal energy| 8. integrate partile properties forward through time step| 8a. bloking group ommuniation to update partile array-- 9. hek if solution time has been reahedFigure 5.9: Pseudo ode for the MPI version of the parallel SPH method.On eah time step, domain deomposition is performed by distributing the parti-les amongst the proesses. In keeping with the simple parallel model, eah proessmust have aess to the whole partile array. The partiles are distributed foromputation by speifying the indies of the partiles that bound the region to bealulated: start and end. This is done for eah proess as a funtion of mpi pid.The number of remainder partiles is also stored as extra partiles; these parti-les are handled by the last proess. These extra partiles being updated by the last



134 Implementation of Parallel Computer Codesproess will lead to a load imbalane; however, this is insigni�ant sine the numberof extra partiles is at most num pro-1.start = mpi_pid * (int)(total_pt/num_pro);if (mpi_pid == num_pro-1) end = total_pt;else end = (mpi_pid+1) * (int)(total_pt/num_pro);extra_partiles = total_pt - num_pro * (int)(total_pt/num_pro);One the omputations have been performed and the data has been updated, thedata must be shared; this ours at at the end of both steps 5 and 8 in the pseudoode in Figure 5.9, at steps 5a and 8a. Eah partile in the array stores 17 properties,eah stored as double-preision oating point variables. Only some of these variablesstore the thermodynami properties of the partile, the variables are used by theprogram, suh as in ell sorting. For the ommuniation at step 5a, only the density,pressure and sound speed have been updated and, for eÆieny, only these variablesneed to be sent to the other proessors.Figure 5.10 shows the layout of the variables in the partile struture array. Eahpartile is a struture, onsisting of the 17 variables, in an array. Preise aess to thearray is made possible by the use of pointers: the pointer pt refers to the addressof the entire partile array, pt[i℄ refers to the address of partile i in the arrayand &pt[i℄.p refers to the address of the property p of partile i in the array.MPI allows the de�nition of di�erent types of variables to be delared, inluding
ptc

}

p, ,ar
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ptc[i]
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Figure 5.10: Layout of variables to be tranferred from the partile arrayvetors, to be used in ommuniation routines. The ommand MPI Vetor an beused to reate a vetor type that will be used to send only the neessary variables.In the ase of step 5a, these are pressure, density and sound speed. As was shownin Figure 5.10, the density, pressure and sound speed variables are stored as threeonseutive doubles within the partile struture. The vetor type for partilespartiles that have been updated by the proess, sending send variables variablesout of the total variables variables that are stored for eah partile (in this asethe vetor spans the 17 for eah partile storing the 3 updated properties), all oftype MPI DOUBLE and assigning this vetor to MPI Vetor 1 is assigned with:MPI_Type_vetor(partiles, send_variables, total_variables, MPI_DOUBLE, &MPI_Vetor_1);MPI_Type_ommit(&MPI_Vetor_1);



5.2 Parallel Implementation 135Eah proess an now broadast this vetor to the other proessors, proess rev,using MPI Bast. For the orret variables to be sent in the vetor type, the startingaddress used for the transfer should be the address of the �rst property to be sent,in the �rst partile to be sent, from the array; this is the pressure in the emphi'thpartile: &pt[i*sendount℄.p. Sine we are updating similar arrays on the pro-esses, ihis memory address is the same on the sending and reeiving proesses. Thevetor type MPI Vetor 1 enompases all of the partiles to be sent and, therefore,only 1 opy of the vetor is sent.for (i=0; i<num_pro; i++)MPI_Bast(&pt[i*sendount℄.p, 1, MPI_Vetor_1, proess_rev, MPI_COMM_WORLD);Eah proessor performs this operation, and so we have an all to all group ommu-niation. The vetor type an be freed using:MPI_Type_free(&MPI_Vetor_1);The remainder partiles, that did not �t into total pt/num pro, have been up-dated by the last proess. The updated properties are transferred to the otherproesses using a broadast. Rather than de�ne another type of vetor to transferthese results, all of the properties are sent sine it is a small amount of data.MPI_Bast(&pt[num_pro*(int)(total_pt/num_pro)℄, extra_partiles*variables,MPI_DOUBLE, num_pro-1, MPI_COMM_WORLD);Bloking ommuniations are used, therefore barrier synhronisations are not re-quired to follow the ommuniations. This means that the program does not on-tinue exeuting lines beyond the olletive ommuniation until it is guaranteed tobe omplete. The system resoures being used by MPI are released and the MPIproedures are �nalised using the ommand:MPI_Finalize();Bulk Synhronous Parallel (BSP)The pseudo ode for the BSP parallel version of SPH ode is shown in Figure 5.11.It has the same struture as the MPI ode, however, non-bloking group ommu-niations are used at steps 5a and 8a, so expliit barrier synhronisations are nowneessary; these are added at 5b and 8b.When the proesses are initially spawned, a opy of the entire partile struturearray, pt, as well as the ell �eld struture and the geometry struture are givento eah proess. The region of the SPH ode involving parallelism is initiated withthe ommand:bsp_begin(num_pro);



136 Implementation of Parallel Computer Codes1. assign partiles to flow domain aording to initial density2. assign initial properties to partiles-> 3. assign partiles to ells| 4. alulate densities at partile positions| 5. alulate partile pressures and loal sound speeds| 5a. non-bloking group ommuniation to update partile array| 5b. expliit synhronisation of all proesses using bsp syn()| ------------ end of superstep ------------| 6. alulate partile aelerations| 7. alulate rate of hange of internal energy| 8. integrate partile properties forward through time step| 8a. non-bloking group ommuniation to update partile array| 8b. expliit synhronisation of all proesses using bsp syn()| ------------ end of superstep -------------- 9. hek if solution time has been reahedFigure 5.11: Pseudo ode for the BSP version of the parallel SPH method.The memory area storing the partile struture array on eah proess is made glob-ally visible for Diret Remote Memory Aess (DRMA) transfers between threads.The memory oupied by the partile array, starting at the pointer to the array,pt, and overing total pt*17*sizeof(double) bits, is registered as available toDRMA operations, using:bsp_push_reg(pt, total_pt*17*sizeof(double));As with MPI, domain deomposition ours on eah time step. This is neessaryas the total number of partiles in the simulation hanges from eah time step dueto boundary onditions. Eah proess has aess to the data from the entire setof partiles, as with the simple parallel model. The partiles are distributed foromputation by speifying the indies of the bounding partiles of the region to bealulated as a funtion of the proess identi�ation number. The ommuniationroutines in BSP are slightly more exible in some regards and so storing the numberof remainder partiles is not neessary, as it is with MPI.start = bsp_pid()*(int)(total_pt/num_pro);if (bsp_pid() == num_pro-1) end = total_pt;else end = (bsp_pid()+1)*(int)(total_pt/num_pro);The urrent BSP ode does not use olletive ommuniation routines, rather per-forming send operations for eah proess to proess ommuniation. BSP usingDRMA, as with MPI-2, allows for one sided ommuniations and these are used inthe BSP ode, with the ommand, bsp put(). One sided ommuniation is wherethe send ommand an be issued to the sending proess and the reeiving proesswill automatially reeive the data. The ommuniation routine steps through theproesses as sender and, for eah sender, steps through the other proesses as re-eivers. This is an all to all ommuniation, but allows ommuniation from a



5.2 Parallel Implementation 137proess to itself to be exluded. The variable pt mem size stores the number ofbits that eah proess takes up in memory.for (reeiver=0; reeiver<num_pro; reeiver++) {if (bsp_pid() != reeiver) {if (bsp_pid() == num_pro-1) {bsp_put(reeiver, pt[bsp_pid()*(int)(total_pt/num_pro)℄,pt, bsp_pid()*(int)(total_pt/num_pro)*pt_mem_size,(total_pt+1-(bsp_pid()*(int)(total_pt/num_pro)))*pt_mem_size);} else {bsp_put(reeiver, pt[bsp_pid()*(int)(total_pt/num_pro)℄,pt, bsp_pid()*(int)(total_pt/num_pro)*pt_mem_size,(int)(total_pt/num_pro)*pt_mem_size);}}}This ommuniation is shown in Figure 5.12, for proess 1, having updated the lightshaded segment of the data itself, and reeiving DRMA transfers of data from theother proesses to update the rest of its opy of the array, shown as dark shaded.Following this olletive ommuniation, it is neessary to perform a barrier syn-
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Figure 5.12: BSP DRMA data transfer for proess 1 reeiving.hronisation to end the superstep. Communiations are guaranteed to be ompletedby the end of the superstep, beause of the barrier synhronisation. The next stepmay then proeed with a omplete set of updated data. The synhronisation timeis ounted in the ommuniation time for BSP ommuniation regions as the atualproess of ommuniation ontinues after funtion all returns. This is known asnon-bloking ommuniation. The ommuniation is only guaranteed to be ompleteone the all to the synhronisation routine, bsp syn(),returns.At the end of a simulation, the system resoures being used by BSP are releasedand the proedures are �nalised, as well as deregistering the partile struture arrayfor BSP ommuniations, with the ommands:bsp_pop_reg(pt);bsp_end();



138 Implementation of Parallel Computer Codes5.2.2 Parallel MB CNSMB CNS, whih was desribed in Setion 3.1.1, was originally developed as CNS4U,a single blok Navier-Stokes solver [110℄. This ode was developed with the intentionof extending it to a multi-blok solver in order to enable the solution of ow �elds inparallel. The equations being solved by MB CNS are hyperboli, and the time stepsare hosen suh that information an move only part way through a ell in any timestep. This means that updated ow information only needs to be ommuniateddiretly at the blok boundaries. The result, MB CNS, is a multi-blok solver inwhih parallel exeution an be ahieved by solving the ow in eah blok using adi�erent proessor [114℄, with the updated results at blok boundaries transferredbetween the proessors during every time step.The OpenMP parallel version of MB CNS was used predominantly for the sim-ulation in this thesis. This restrited the number of proessors used to four whenrunning on the APAC National Faility. The MPI version of MB CNS has beendeveloped and its performane analysed as a part of this thesis. The resulting ode,whih allows the use of a larger number of proessors on the APAC National Faility,will be needed by future studies espeially those involving �nite rate hemistry andradiation modelling, whih are signi�antly more expensive than the simulationsdesribed in this thesis.Shared Memory (OpenMP)Shared memory parallelism was originally implemented in the ode using SGI Pow-erC, whih was the predeessor of OpenMP on the SGI Power Challenge omputer.The shared memory implementation of MB CNS is strutured using the multi-blokarrangement, with the ow in eah blok being solved separately. This makes thesame struture ompatible with the distributed memory implementation. Eah blokmay be solved on a single thread, or the work done solving a blok may be sharedbetween threads.By using the multi-blok arrangement, eah blok uses the ghost ell boundaries.Sine all threads are reading from the same memory spae eah blok an simplyread the boundary data from the bordering bloks. In the MB CNS implementation,expliit sends and reeives of data were required to perform this ommuniationbetween the bloks.One the ghost ells have been updated. Large loops are spei�ed to run inparallel using:#pragma omp parallel for shared(G,bd) private(jb) shedule(runtime)for (jb = 0; jb < G.nblok; ++jb) {



5.2 Parallel Implementation 139...}Where the for loop steps through eah of the bloks, jb, updating the owproperties from this blok in the global ow data struture G. This proess is repeatedfor the preditor and orretor steps of the time integrator, updating the ghost ellswith the intermediate values between the steps. The self-ontained pakaging of thedata for eah blok ensures that there are no memory onits.Like in the OpenMP version of the SPH ode, the only di�erene between thesequential version of MB CNS and the OpenMP version are the few ompiler dire-tives that are added to the main() funtion to indiate whih loops an be solvedin parallel.Message Passing Interfae (MPI)Due to the omplexity of the ommuniation routines used this version of MB CNS,the atual oding will not be disussed in detail. Ations suh as the initialisation ofproesses are similar to that in the disussion of the parallel SPH implementation.The MPI version of MB CNS solves eah blok in a separate memory spae.The ode is implemented in a one blok per proess arrangement. This was done tomaximise parallel eÆieny and to prevent the ode from beoming too omplex. Asa result the ode is quite restritive in load balaning, sine all bloks should be ofabout the same size. Parallel eÆieny would su�er signi�antly if the size of bloksdi�ers by a signi�ant amount; however, stati load balaning an be ahieved byarranging several MPI proesses to partiular omputational nodes.The data arrays for eah blok are dimensioned suh that there is a bu�er region,two ells deep, around the ative ells. The bu�er region is required to be two ellsdeep by the reonstrution sheme used in the ode. The ative ells ompletelyde�ne the ow domain overed by the blok and the bu�er region ontains ghostells whih are used to hold a opy of the ow information from adjaent bloks orto implement the boundary onditions.For a boundary ommon to two bloks, the ghost ells in the bu�er region of eahblok overlap the ative ells of the adjaent blok. The only interation that oursbetween bloks is the exhange of boundary data, prior to the reonstrution phaseof eah time step. The exhange of ell-average data along the blok boundariestakes plae as a diret opy from the ative-ell of one blok to the ghost-ell of theother blok. Thus, the ells along the ommon boundary of eah blok must mathin both number and position.



140 Implementation of Parallel Computer CodesThe ode allows for any arrangement of onnetions to be made between bloks.The information on the onnetions between blok boundaries is stored in a (global)onnetivity array. For eah boundary on eah blok, this array stores the blokindex of the adjaent blok on eah boundary, as well as the name of the onnetingboundary on the adjaent blok. To keep the ode simple, the two-way natureof the exhange is expliitly stored in the onnetivity array. Thus, if the Eastboundary of blok 0 is onneted to the West boundary of blok 1, the array storesthe information for that relation as part of the data for blok 0 and it also storesthe orresponding (inverted) information as part of the data for blok 1.Figure 5.13 shows the arrangement of data for the solution of blok one. Therows of ghost ells used in the solution of blok one have been opied from blokstwo and three.
Block 2

Block 3

Block 1

Figure 5.13: Blok one with the rows of ghost ells on its east and south faes that areopied from the west and north boundaries of bloks two and three respetively.The program is written as an (outer) time-stepping loop whih does the alula-tion of eah time step in a number of phases. At various times during a time step, forexample at both the preditor and orretor steps of the time integrator, the bound-ary data is updated. Fluid properties required by neighbouring bloks must be sentand reeived expliitly between the proesses. When an inter-blok ommuniationis required by the ode, eah blok steps through its boundaries with borderingbloks. At eah of these boundaries, the proess posts non-bloking reeives, usingMPI Irev(), and bloking sends, using MPI Send(). MPI Barrier() is used at theend of eah ommuniation, thus providing the e�et of a bloking ommuniationover the whole routine. At present the number of alls to MPI Barrier() are quite



5.2 Parallel Implementation 141onservative; further data dependeny analysis will show whether all of the alls areneessary. Exept for this blok to blok ommuniation and the oasional hek-ing of time step magnitudes, the rest of the alulation an be done independentlyfor all bloks.This model also has the potential to perform omputational and ommuniationonurrently [145℄. As the properties of the ells away from blok boundaries arebeing updated, the ommuniation of data from the previous time step an be takingplae at the boundaries. The ommuniation of boundary onditions should mustbe ompleted in the time before they are required.



142 Implementation of Parallel Computer Codes5.3 Parallel PerformaneIn this setion, the performane of the OpenMP and MPI parallel implementationsof MB CNS will be analysed. The performane of the parallel implementations ofthe SPH ode are inluded in Appendix A. The performane of the SPH ode isdesribed in more detail than MB CNS, inluding disussion of the e�et of par-allelisation on memory aess from eah of the proessors and the e�et of dataonits on the performane of the individual proessor ahes.In this setion the parallel performane of MB CNS is examined on the Aus-tralian Partnership for Advaned Computing (APAC) National Faility. This om-puter is a HP (originally built by Compaq) Alphaserver CS, onsisting of 127 nodes,eah ontaining a four proessor EV68 Symmetri Multi-Proessor (SMP) box. Thewhole mahine has a peak theoretial performane of over one teraop (ahieving825Gops on Linpak). This arhiteture, with memory only being shared withinthe four proessor SMP nodes, OpenMP annot be saled above four proessors.Many of the simulations used in this thesis were solved on the Queensland ParallelSuperomputing Foundation (QPSF) operated SGI Origin 3400. The performane ofMB CNS on this omputer is not analysed as the heavy usage of the omputer meansthat the performane is signi�antly inuened by other users and the performaneresults are not reliable for this reason.



5.3 Parallel Performane 1435.3.1 Performane of Parallel MB CNSThe solution proedure used in MB CNS works on eah ell in the ow �eld. Thismeans that as the mesh is uniformly re�ned, the amount of work per step inreases byN2x, where Nx is one of the dimensions of the mesh. The allowable time-step dereasesin proportion to the ell size and, as a result, the total amount of omputationalwork sales by an additional fator of Nx. The resulting solution time sales withN3x for uniform re�nement. The use of multiple proessors in parallel ideally reduesthe elapsed time by a fator of P, where P is the number of proessors used. Thelogarithm of the elapsed time should sale as: logT = 3/2logNt - log P, where Ntis the total number of ells in the simulation. The graphs shown in this setion uselogarithmi axes for both the solution size and the times so that the variation ofsolution and elapsed time plots as a straight line with a gradient of 3/2. The linesfor elapsed times on di�erent numbers of proessors would be o�set aording to thenumber of proessors used.The OpenMP parallel version of MB CNS, running on four proessors is usedfor the majority of the large simulations in this thesis. Using four proessors main-tained an aeptable level of eÆieny aross the range of mesh sizes used in thesesimulations. Four proessors was also the upper limit for OpenMP on the APACNational Faility.The performane of the parallel versions of MB CNS will be investigated usingsmall diagnosti simulations, spei�ally aimed at analysing the parallel performaneof the ode. The parallel eÆienies are alulated by omparing the elapsed solutiontime in parallel with the elapsed sequential time divided by the number of proessors.Shared Memory (OpenMP)Sine OpenMP, running on four proessors, is used for the large simulations inChapter 7, the atual performane in these simulations is used in this analysis inonjuntion with the performane in the small diagnosti solutions.The solution times (in CPU hours) and the elapsed times required for the simula-tions of the omplete Drummond Tunnel (to be disusses in Chapter 7) are shown inTable 5.1. The alulations were run on the APAC National Faility using OpenMPon four proessors. The simulations were run to 10ms of simulation time, whihallowed for the simulation to run to beyond the end of the test ow duration. Thesolution times for the oarse, medium and �ne meshes are shown, along with thenumber of ells in eah mesh.During the Drummond Tunnel simulations, MB CNS ahieved an average of225,000 ell updates per seond on the APAC National Faility and 115,000 ell



144 Implementation of Parallel Computer CodesTable 5.1: Solution times for the Helium driving Nitrogen ase simulations of the ompleteDrummond Tunnel on the APAC National Faility.Number of Cells Solution Time elapsed Timein the simulation (CPU hours) (hours)Coarse Mesh 80,850 60.7 17.5Medium mesh 181,890 237.9 64.2Fine mesh 257,600 699.9 183.4updates per seond on the QPSF SGI Origin 3400. The speed on the Origin 3400,when a�eted the high usage of the mahine, was redued to as low as 65,000 ellupdates per seond for extended periods.The solution time (in CPU hours) required for the simulations of the shokindued deformation of the Helium bubble in Chapter 6 was 137.5 hours. The meshused in this simulation had 334,080 ells. The solution took 36.1 hours of elapsedtime to run using OpenMP on the QPSF SGI Origin 3400. The simulations wererun to 1ms of simulation time.The CPU times required for the range of simulations, inluding the small di-agnosti solutions and the large simulations, are shown in Figure 5.14. The CPUtimes an be seen to sale with simulation size with a linear relationship. The pre-ditable sale of the solution time, between the small diagnosti solutions and thelarge Drummond Tunnel solutions, is evident. The gradient of the line is 3/2 as waspredited. There is a slight inrease in CPU time as the number of proessors isinreased, due to the e�et of parallel overheads.The elapsed times for these simulations are shown in Figure 5.15. The dereasein the elapsed time with an inreased number of proessors is evident. There islittle, or no, derease in the elapsed time for the smallest simulation size on fourproessors. This demonstrates that the parallel overheads dominate the elapsedsolution time for this simulation.The resulting parallel eÆienies for the OpenMP simulations are shown in Fig-ure 5.16. The eÆieny of the single proessor simulation an be seen to vary ina range between 0.90 and 1.0. The eÆieny being below 1.0 is aused by paralleloverheads that are still present on one proessor. For a given simulation size, theeÆieny of the simulations dereases with an inreased number of proessors. TheeÆieny inreases with an inrease in simulation size. Some of the parallel over-heads experiened in these simulations are independent of the simulation size. As a
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Figure 5.14: CPU times required for simulations using the OpenMP parallel version ofMB CNS on the APAC National Faility.result, some of the overheads, suh as the ommuniation between threads, beomeless of a proportion of the total solution time as the simulation size is inreased. Asharp drop in eÆieny is evident for the smallest simulation size on two and fourproessors. This is aused by the parallel overheads dominating the elapsed solutiontime.
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Figure 5.15: elapsed solution times for simulations using the OpenMP parallel versionof MB CNS on the APAC National Faility.
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Figure 5.16: Parallel eÆienies ahieved in simulations using the OpenMP parallel ver-sion of MB CNS on the APAC National Faility.



5.3 Parallel Performane 147Message Passing Interfae (MPI)Sine the MPI version of MB CNS is aimed at the larger simulations, the perfor-mane of the MPI version has been analysed for solutions on 4, 8 and 16 proessors.Beause the MPI version was not applied to any of the large simulations in thisthesis, the analysis of the MPI version is limited to the small diagnosti simulations.With the MPI parallel version of MB CNS, the number of proessors must be equalto the number of bloks used. Saling the number of proessors past 16 was notthought to be useful for the relatively small simulations that were run.Figure 5.17 shows the CPU times required for the small diagnosti solutions withthe MPI version of MB CNS. There is a signi�ant amount of inreased work evidentwith the inreased number of proessors. This results from the small meshes used,and the large number of bloks required. As the number of bloks are inreased, thenumber of boundaries at whih ow data must be transferred inreases. This addswork for the simulations on larger number of proessors. The sequential simulationwas run with four bloks. The CPU times an be seen to sale with simulation sizewith a linear relationship.
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Figure 5.17: CPU times required for simulations using the MPI parallel version ofMB CNS on the APAC National Faility.Figure 5.18 shows the elapsed times for these simulations. The derease in theelapsed time with an inreased number of proessors, up to eight proessors, is gen-erally evident; however, the elapsed time for the smallest sixteen proessor solutionis longer that for the four and eight proessor solution. For the smallest mesh size,



148 Implementation of Parallel Computer Codesthere is little, or no, derease in elapsed solution time for the parallel simulations.This demonstrates that the parallel overheads, espeially the ommuniation over-head, dominate the elapsed solution time for the smallest mesh size and for thesolutions on sixteen proessors.Figure 5.19 shows the resulting parallel eÆienies for the MPI solutions. TheeÆienies aross all of the simulation sizes, for the four, eight and sixteen proessorsimulations are low. The results from the large numbers of proessors used for thesmall solutions, and the resulting proportion of the work that is in the ommuni-ation overhead. The eÆieny for the sixteen proessor simulation is below 0.1,showing that the performane is poor. For the four and eight proessor simulations,the eÆieny inreased to the middle mesh size solution and dereases again. Thereason for this derease is not known, but there is a onsistent trend between thetwo proessor numbers.Despite the relatively poor performane demonstrated for the MPI version of theode, we expet that signi�ant gains in eÆieny will be obtained as the size of thesimulations is saled upward. The availability of the OpenMP apable superom-puters during this thesis biased the amount of omputational work done towardsthat implementation of the ode. With the low pries, and high performane, ofommodity PC workstations, we expet that most of the large alulations per-formed in the future will be on lusters of linux workstations. As a result of this,the MPI version of MB CNS will beome the predominantly used implementationof the ode.
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Figure 5.18: elapsed solution times for simulations using the MPI parallel version ofMB CNS on the APAC National Faility.
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C H A P T E R 6

Code Validation:Shok Indued Deformation of Bubbles
The test ow durations ahieved in reeted shok tunnels are often small frations ofwhat is predited by idealised desriptions of these failities. Idealised desriptionsfail to take into aount the real gas phenomena in these failities, suh as theomplex interations that our as the reeted shok travels bak upstream throughthe onoming driven gas.Contamination of the test ow with driver gas was identi�ed by Stalker andCrane [221℄ as the priniple ause of the end of the test time in reeted shoktunnels in high enthalpy operation. The test gas moves along the shok tube aheadof the driver gas so,v for ontamination of the test ow with driver gas to our,some mehanism must be responsible for projeting the driver gas through the testgas.It is believed that instability in the ontat surfae between the driver gas andthe driven gas is a major ontributing fator to the projetion of driver gas into thedriven gas. As the ontat surfae moves along the shok tube it may be susep-tible to a ompressible variant of the Rayleigh-Taylor instability [225℄ and as thereeted shok reahes the interfae it is subjet to the Rihtmyer-Meshkov insta-bility [25℄. The ombination of these two instabilities an have a signi�ant e�eton the interfae, introduing large amounts of vortiity and mixing at the ontatsurfae.The desription of the interation of shok waves with interfaes between di�erentgases is ompliated and simple analytial models are diÆult to formulate [89℄. Theows involve multiple shok reetions, refrations and the transmission of the shokwaves through media of di�ering sound speed, as well as the instabilities in the gasinterfaes. The omplex, transient nature of the resulting ow �elds means thathigh resolution omputer simulation using, Computational Fluid Dynamis (CFD),is required in order to aurately model the evolution of these instabilities over time.The importane of these interations to the operation of a shok tunnel means



152 Shok Indued Deformation of Bubblesthat a CFD ode used to model shok tunnels must be able to model the mehanismsleading to the instabilities in the ontat surfae. Idealised experiments are required,both for improving our understanding of the omplex phenomenologial behaviourof the systems, and for the validation of the numerial tehniques and assumptionsused in the simulation.The interation of shok waves with bubbles of light and heavy gas is studiedas a test ase for the ability of the ode to model the shok indued deformationand instability of these interfaes. The interation of shok waves with ylindrialbubbles is a test ase studied as a model of how shok waves indue instabilities atdensity strati�ed gas interfaes, and of the mehanisms by whih these instabilitiesdeform the bubble; this deformation results in the formation of large vorties inboth ases onsidered. These instabilities also generate �ne-sale turbulene andintensify mixing at the interfaes [89℄. the ability of the ode to model mixtures ofdi�erent perfet gases in the same simulation.This ase has well de�ned initial onditions and experimental photographs, whihan be ompared diretly with the simulations. The partiular experimental resultsthat will be used for omparison were preformed by Haas and Sturtevant [89℄. Theseexperiments onsider isolated, ylindrial gas inhomogeneities, whih are impatedby a weak, planar shok. A shemati of the ow �eld studied by Haas and Sturte-vant is shown in Figure 6.1. Two di�erent test gases are onsidered, both leadingto di�erent shok interation and deformation phenomena.

Figure 6.1: Shemati diagram of the experiments performed by Haas and Sturtevant[89℄ and used in the omparison with the simulations in this hapter.In addition to ode validation and for its analogy to shok tunnel ows, this isan interesting ase in its own right. The study of ows involving ontat surfaeinstabilities is also of interest in the mixing of light gaseous fuels being injeted inSramjet engines. Given the short amount of time available for the mixing of the fuel



Shok Indued Deformation of Bubbles 153and air available in order for eÆient ombustion to take plae in the ombustionhamber, a method of enhaning the mixing are important. The passage of thefuel, with a di�erent density to the air, through shoks in the ombustion hambermay result in Rihtmyer-Meshkov instabilities. The resulting deformation wouldenhane mixing and inrease the area of ontat between the two gases. This mixingmehanism has been studied by Lee [132℄ using three dimensional simulations of aSramjet ombustor.As the shok passes over the bubble, both the test gas in the ylinder and thesurrounding air are aelerated impulsively. The bubble is not signi�antly disturbedduring the time that the shok passes through the bubble; however, it is left in anunstable on�guration by the shok and it ontinues to deform over time.A ontat surfae between gases of di�ering density is subjet to Rayleigh-Taylorinstabilities if it is experiening an aeleration perpendiular to the surfae in whihthe heavier uid is pushing on the lighter uid. The instability auses the heavieruid to enter the lighter uid, resulting in mixing and turbulene at the interfae.The study of the stability of interfaes between uids of di�ering density beganwith Taylor [232℄, who performed a linear stability analysis of a harmonially per-turbed interfae under gravitational aeleration. Corresponding experiments wereperformed whih agreed with the theory of Taylor for initial sinusoidal amplitudesbelow 0.4 times the initial wavelength [253℄.The Rihtmyer-Meshkov instability an our following the interation of a shokwave with an interfae separating two uids of di�erent properties. Any perturba-tions in the interfae will be ampli�ed following the passage of the shok. The drivingmehanism for the Rihtmyer-Meshkov instability is the barolini generation of vor-tiity, whih results from the misalignment of the pressure gradient aross the shokand the loal density gradient aross the uid interfae [25℄. The Rihtmyer-Meshkovinstability is also referred to as the shok-indued Rayleigh-Taylor instability [89℄.The shok-indued impulsive aeleration of an interfae with sinusoidal pertur-bations was studied analytially by Rihtmyer [192℄. A linear representation of theow following the passage of the shok was used and a formula that aptures theearly time motion of the interfae. This formula was appliable to a restrited rangeof Mah numbers and density ratios. The �rst experimental modelling to study theinteration of shok waves with density inhomogeneities were performed by Meshkov[146℄, who studied the passage of a shok wave through a perturbed planar surfae.The experimental results of Meshkov agreed qualitatively for early times with theanalytial model of Rihtmyer.The shok bubble interation ow �eld represents a fundamental departure from



154 Shok Indued Deformation of Bubblesthe lassial Rihtmyer-Meshkov instability, in whih a planar shok passes througha perturbed surfae, or a perturbed shok passes through a planar surfae [179℄.Suh a system initially exhibits a linear growth but, in ontrast, the shok bubbleinteration exhibits a non-linear growth even from early times. Attempts have beenmade to apply the linear theory to the shok bubble ow �eld [142℄.The passage of the shok indues vortiity at the surfae of the bubble and,therefore, shear between the two gases. Shear in the interfae between the gases ofdi�ering density means that the interfae is suseptible to Kelvin-Helmholtz insta-bilities. The numerial modelling of these instabilities is heavily dependent on thegrid resolution used and the resulting numerial visosity.6.1 Experimental ModellingThe experimental study of Haas and Sturtevant [89℄ was onduted in the GAL-CIT 15 m diameter shok tube at the California Institute of Tehnology. Due therequirement for uniform inow onditions, a `ookie-utter' test setion is used inthe shok tube, further reduing the test setion to 8.9 m in square setion and120 m in length. They ompare their results to aousti theory for wave transmis-sion through media of di�ering density. Other experimental work in this area wasonduted by Jaobs [109℄.The experiments provide a reorded physial ow pattern, using shadowgraphs,with whih numerial simulation an be validated. The experimental study onsid-ered both ylindrial and spherial bubbles; however, the simulation in this hapterwill onsider only the ylindrial bubble ases.The experimental setup aims to demonstrate weak shok waves interating withylinders of two di�erent gases in air; one is a lighter gas, Helium, and the other isa heavier gas, Refrigerant 22. These gases have sound speeds signi�antly di�erentfrom air: at room temperature, the speed of sound in Helium is 2.9 times fasterthan in air and, in Refrigerant 22, it is 1.9 times slower than in air. The propertiesof the gases used in the simulations are shown in Table 6.1. The gases inside theylinder were enlosed in a �lm and were at the same temperature and pressure asthe surrounding air. When the inident shok wave ontats the Helium the shokspeed will aelerate, meaning that the Helium ylinder will at as a divergent lens;with the Refrigerant 22, the shok will deelerate, the ylinder ating as a onvergentlens.Before the passage of the shok, the bubbles are stationary and in thermal andmehanial equilibrium with the surrounding air. A small amount of leakage of the



6.1 Experimental Modelling 155Table 6.1: Properties of the gases used in the experimentsGas Ratio of Spei� Gas Constant Speed of SoundHeats () (R) at 296KAir 1.4 287 J/(mol.K) 344.9ms�1Helium 1.667 2077 J/(mol.K) 1012.4ms�1Refrigerant 22 1.249 91 J/mol.K) 180.3ms�1test gas was observed in the experiments and was aounted for in the simulations.The experimental runs onsisted of a ylinder of 5 m diameter in an experimentalsetion 8.9 m; the gases were at atmospheri pressure, assumed to be 101.3 kPa,and at ambient temperature whih was assumed to be 298K.The ylindrial volume, ontaining the test gas was enlosed in a 0.5�m thiknitroellulose membrane wrapped on 5 m diameter, 3mm thik pyrex windows,whih served as the transparent ends of the ylinder.The experimentation of Haas and Sturtevant was arefully ontrolled; however,an ideally isolated experimental arrangement ould not be ahieved. The fatorsthat must be aounted for when setting up the numerial model of the system, andin omparison of the numerial and experimental results, inlude:1. A spark shadowgraph optial system was used to apture the waves and in-terfaes present in the ow. Only one photograph was reorded per run of theshok tube. The sequene of photographs throughout the ourse of the defor-mation of the bubble was reorded by delaying the time that the photographwas taken suessively with eah run. This relies on the repeatability of on-ditions in the shok tube between runs. With this method, lear photographswith good spatial resolution are obtained; however, this method results in anunertainty in shok speed estimation, whih was thought to be of the orderof 10% or less under most irumstanes.2. The inertia of the nitroellulose �lm that separates the two gases will havean e�et on the ow, although this is diÆult to quantify. This will gener-ally show up as a delay in the interfae aelerating early in the experiment.This inuene may have varied between experiments, due to di�erenes inthe e�etiveness of the rupture. The �lm may ontinue to inuene the owthroughout the experiment as it is arried downstream.3. It was noted that there was a ertain amount of di�usion of gas aross the �lm



156 Shok Indued Deformation of Bubblesseparating the test gas from the surrounding air. The experimentally mea-sured shok speeds inside the ylinder (943ms�1) were quite di�erent thanfrom pure Helium gas (1073ms�1); the shok speed was alulated to orre-spond to a 28%, by mass, ontamination of the Helium test gas with air. Toompensate for this, the initial ondition was used in the simulations assumedhomogeneously mixed mass frations of 72% of Helium and 28% for air; thisprovides a good model of the ontaminated Helium test gas. In the ase ofthe refrigerant 22 ylinder, the experimental shok speeds showed that theontamination of the test gas with air was negligible; it was estimated as 3.4%by mass, resulting in a variation in shok speed below the error in shok speedmeasurement.4. The ylindrial setions were kept at a slight over-pressure to streth the ylin-der to its intended shape. This would ause the test gas to leak into the sur-rounding air. This gas would di�use out and ause sound speed gradients inthe region surrounding the ylinder. To ounter this, the air surrounding theylinder was ontinually refreshed and so these gradients were small. Theywere thought to be insuÆient to a�et the omparison with omputationalresults whih assume a perfet separation of the gases.5. The experimental setion, being only 8.9 m in diameter, was not muih largerthan the size of the bubble. This means that shok waves reeted, andrefrated, from the bubble would quikly reet bak into the ow from theside walls. This inreases the omplexity of the ow, but an be modelled bysetting the omputational domain to this same width.6. The various support parts used in the generation of the ylindrial setion ofgas, suh as the end windows, onneting beam and the membrane itself, werethought to ause some spurious gas e�ets at the windows of the shok tubeand so were aptured in the shadowgraphs. These e�ets did not a�et themajority of the ow and, for the most part, are limited to the lower half of thephotographs.Where possible, these fators should be aounted for in the simulations or noted inthe omparison with the simulation results.Haas and Sturtevant [89℄ reorded stati pressure traes at several points alongthe plane of symmetry as a part of their experimental study. These pressure traeswould provide a quantitative measure of a ow property that ould be used foromparison with the simulations; however, Quirk and Karni [184℄ noted that thetraes annot be relied on as an aurate benhmark sine the measuring proess



6.2 Previous Computational Modelling 157was invasive. The measurements were made by using a movable wall plaed in theshok tube with a pressure transduer mounted in it. This means that the transduerwas reording was the pressure behind the waves reeted o� of this surfae and notthe loal pressure, had the wall not been there.6.2 Previous Computational ModellingThe experimental work of Haas and Sturtevant has been the subjet of a signi�antnumber of numerial studies. The �rst attempt at numerial simulation of thisase was by Pione and Boris [179℄. However, in these earlier studies the owwas modelled using a single gas rather than the exat binary system used by theexperiment.Quirk and Karni [184℄ extended the early work of Pione and Boris [179℄ byarrying out high resolution numerial simulation of the experimental work of Haasand Sturtevant [89℄. Quirk and Karni used a CFD ode that utilised adaptive meshre�nement. The algorithm led to between a forty and �fty-fold derease in omputertime required to solve the ow �eld, for a given resolution ahieved. The elapsedsolution time was further redued by running the simulations in parallel on a lusterof workstations. Figure 6.2 shows an images from the simulations of Quirk andKarni [184℄, demonstrating the �ne resolution of the ow �eld that was ahieved.

Figure 6.2: An image from the simulation of Quirk and Karni [184℄, demonstrating thehigh resolution that was ahieved.Yang, Kubota and Zukoski [251℄ applied the ux orreted transport (FCT)omputational methodology to the onservation equations in order to analyse the



158 Shok Indued Deformation of Bubblesshok bubble interation. They derived saling laws for the amount of irulationprodued in the interation, the time sale of the interation and the vortex spaing.Don and Quillen [62℄ applied two high order shok apturing shemes to thesimulations of shok bubble interations. The simulations were evolved to late times,examining the e�et of the instability in promoting the mixing of the two gases.The fous of the study was the investigation of the e�etiveness of the numerialtehniques used in simulating the ow.Bagabir and Drikakis [9℄ investigated the Mah number e�ets on the interationof shok waves with ylindrial bubbles. The variation in the evolution of the ow�elds, resulting from the interation of the bubbles with shoks of di�erent Mahnumber, was examined. At higher Mah numbers, larger distortions of the bubblewere shown to our and the resultant rolled-up struture was shown to form atearlier times.Morris and Monaghan [160℄ simulated the interation using the Smoothed Par-tile Hydrodynamis tehnique that was desribed in Setion 3.2.1. The ase wasmodelled as a demonstration of an arti�ial visosity swith that had been developed.The simulations were ompared with other simulations, obtained using a more on-ventional �nite-volume based tehnique, and no omparison with experiments wasprovided.6.3 Simulation Using MB CNSNumerial simulation of the experiments of Haas and Sturtevant [89℄ was performedwith the ompressible CFD ode MB CNS [114℄. Simulations were performed usingthe adaptive ux alulator desribed in Setion 3.1.1. The ylindrial initial ondi-tions and relatively wide test setion meant that the simulation ould be performedas a two dimensional simulation.The omputational mesh used in the simulations is shown in Figure 6.3. MB CNSis multi-blok ode so the initial arrangement of gases in the simulation was ahievedby forming the ylindrial gas layout out of the bloks. The bloks inside the ylin-der were initially assigned as ontaining Helium, or Refrigerant 22, and the bloksoutside of the ylinder were assigned as ontaining air.In hind-sight the design of the mesh would have bene�ted from the use of aurved upstream boundary. This would have not only saved omputational e�ort insolving the ow upstream of the bubble, but would have helped to prevent wavesfrom being reeted bak into the ow �eld. The mesh was re�ned towards theoriginal position of the bubble. For a transient ow �eld suh as this, muh of



6.3 Simulation Using MB CNS 159the omputational e�ort was wasted in the �ne mesh in the bloks in the originalposition of the bubble.

Figure 6.3: Computational mesh used in the simulations of the shok bubble interations.This is the �ne mesh used in the mesh re�nement study.The solution of the ow �eld was performed in parallel using OpenMP. Theomputational performane was desribed in Setion 5.3.1.Mass onservation was solved for the two speies in the simulation and theirmass frations were stored for eah ell. The properties of the gas in eah ell werealulated using mass weighted averages of the gases present in the ell.The experimental shadowgraphs of Haas and Sturtevant [89℄ an be ompareddiretly with the simulation results. An experimental shadowgraph represents anintegration of the urvature of the density �eld aross the entire width of the shoktube faility used to perform the experiment. Numerial shadowgraph images wereonstruted from the simulation results using the magnitude of the seond derivativeof density. The shadowgraph variable, whih was plotted, was normalised using thesame tehnique as was used for the numerial Shlieren images desribed by Quirkand Karni [184℄.6.3.1 Helium BubbleFigures 6.4, 6.5 and 6.6 show the sequene omparing the experimental shadow-graphs produed by Haas and Sturtevant [89℄ with the numerial shadowgraphsprodued from the simulation results, for the Helium bubble ase. The experimen-tal shadowgraphs are shown on the left and the numerial shadowgraph images from



160 Shok Indued Deformation of Bubblesthe simulation are shown on the right. To make an easy omparison with the exper-imental results, the inident shok is now shown to be moving from right to left andthe original position of the bubble is marked by what looks like a dark irle with aT-shaped support in the experimental images and a �ne ring in the simulations.Frame (a) of the sequene shows the Helium bubble 32�s after the inident shokontated the windward edge of the bubble. When the shok ontated the bubble,part of the shok was transmitted through the Helium and part was reeted bakupstream. The higher sound speed of the Helium gas means that the transmittedshok is refrated and urves outward, moving ahead of the plane of the inidentshok. The reeted shok is urved outwards and is moving upstream from thebubble surfae. These shoks meet at a triple point whih lies lose to the surfae ofthe bubble. The remaining segments of the inident shok, whih are passing aroundthe bubble, remain planar. The bubble has already undergone a slight deformationwith its windward side being attened with the movement of the ow. Also visiblein the frames is the irular shape of the original supporting ring in the shok tube.Quirk and Karni [184℄ omment that the urved reeted wave is not auratelydesribed as a simple shok; it is not a simple expansion either. Its properties nearthe axis of ow symmetry are those of a weak expansion; however, away from theaxis there is little deformation of the bubble surfae and this wave has the propertiesof a reeted shok. Behind the reeted wave is an expansion system whih resultsin the mixed properties.Frame (b) shows the bubble at 52�s after the initial shok ontat. The trans-mitted shok, moving through the high sound speed Helium gas, has moved wellahead of the transmitted shok and is over half way through the bubble. As thetransmitted shok moves through the leeward half of the bubble, the bubble height isdereasing and part of this transmitted wave has emerged from the top and bottomof the bubble. Due to the geometry of the bubble, this wave has almost onvergedwith the reeted wave at the transmitted wave. Two shoks normal to the bubblesurfae are formed where this shok meets the bubble interfae; these shoks an notbe seen in the experimental photographs, but are evident in the simulation results.This point is joined to the bubble surfae by Mah stem. This four shok on�gu-ration is termed by Henderson et al. [94℄ as a Twin Regular Reetion-refration.The windward side of the bubble has ontinued to atten. The reeted shok hasmoved further outward upstream from the bubble.Frame () shows the ow at 62�s. Around this time the transmitted shokemerges from the leeward side of the bubble. At the instant that the transmittedwave emerged from the leeward side of the bubble, the reeted part of this waveonverged on the entreline at the bubble interfae. This wave is reeted internally



6.3 Simulation Using MB CNS 161bak upstream inside the bubble. These waves are weak and just show up in thephotographs, but are important for the stability of the windward interfae.Frame (d) shows the ow at 72�s. Using their simulations, Quirk and Karni(1994) identify in this frame the ontat surfae that would be expeted to emanatefrom the point of the TRR [184℄.Frame (e) (in Figure 6.5), at 82�s, shows that the internally reeted wavesross over one another and diverge. These waves extend aross the leeward side ofthe bubble and, as they sweep outwards, onverge with the transmitted waves.In Frame (f), at 102�s, along the axis of ow symmetry the side shok and thetransmitted shok have almost merged. Meanwhile, both the original reeted waveand the transmitted shok have reeted from the walls of the shok tube and passbak over the bubble. The inident shok an been seen to have started to di�rataround the leeward side of the deformed bubble. The internally reeted wave,desribed in Frame (), has emerged from the windward side of the bubble. As thisshok emerges from the bubble this adds to the instability on the bubble surfae.This wave is weak enough not to have appeared on the experimental shadowgraphs.In Frame (g), at 245�s, the windward side of the bubble, whih was aeleratedthe most by the shok, has moved past being at and begins to fold inwards onitself. The original deformation is aused by the barolini vortiity generated atthe bubble interfae whih fores the windward fae of the bubble to be pressed intogether into the plane of symmetry. As this progresses the fae of the bubble foldsfurther, into the less dense uid. In this Frame, waves whih have reeted from thewalls of the shok tube an be seen interating with the bubble. These waves havea signi�ant e�et on the pressure �eld in and around the bubble, but, for the mostpart, they are weak enough to have a small e�et on the atual deformation of thebubble.In Frame (h), at 427�s, the windward side of the bubble has ontinued to foldthrough and has formed into a jet that passes through the entre of the bubble. Bythis stage no waves are visible in the Frame, as all have either moved downstreamor, for the waves reeted from the side walls, have been sattered and are now weakenough not to appear.In Frame (i) (in Figure 6.6), at 674�s, the generation of vortiity, whih wasmentioned in referene to Frame (g), has aused the front of the jet to ontinue toroll over into a mushroom shape. This e�et beomes more pronouned as the jetreahes the leeward side of the jet; it is more diÆult for the jet to penetrate into thehigh density air on the other side of this boundary and so it is spread out laterally.



162 Shok Indued Deformation of BubblesThe only signi�ant di�erene between the simulations and the experiments isevident in the last frame, Frame (i). As the heavy gas upstream of the bubblepenetrates the Helium gas, the sti�ness of the interfae at the head of this gasappears to be less in the simulations than in the real ow. Additional folding bakof the interfae is evident in the simulated image. This may be due to limitationsin the ability of the simulations to reprodue the atual sti�ness of the interfae;however, it may also be due to the e�et of the nitroellulose inuening the sti�nessof the gas interfae.



6.3 Simulation Using MB CNS 163

Figure 6.4: Part one of the sequene of frames omparing the experimental shadowgraphs(left) with the numerial shadowgraphs (right) for the helium bubble. The experimentalshadowgraphs are reprodued from Haas and Sturtevant [89℄.



164 Shok Indued Deformation of Bubbles

Figure 6.5: Part two of the sequene of frames omparing the experimental shadowgraphs(left) with the numerial shadowgraphs (right) for the helium bubble. The experimentalshadowgraphs are reprodued from Haas and Sturtevant [89℄.



6.3 Simulation Using MB CNS 165

Figure 6.6: Part three of the sequene of frames omparing the experimental shadow-graphs (left) with the numerial shadowgraphs (right) for the helium bubble. The exper-imental shadowgraphs are reprodued from Haas and Sturtevant [89℄.



166 Shok Indued Deformation of Bubbles6.3.2 Refrigerant 22 Bubblefor the Refrigerant 22 bubble ase, Figures 6.7 and 6.8 show the sequene omparingthe experimental shadowgraphs produed by Haas and Sturtevant [89℄ with thenumerial shadowgraphs produed from the simulation results. The experimentalshadowgraphs are shown on the left and the numerial shadowgraph images fromthe simulation are shown on the right. Again, the inident shok is moving fromright to left and the original position of the bubble is marked by what looks like adark irle with a T-shaped support in the experimental images and a �ne ring inthe simulations.Frame (a) shows the Refrigerant 22 bubble 55�s after the inident shok on-tated the windward edge of the bubble. The inident shok, passing over thewindward side of the bubble, is still planar. As the inident shok ontats the bub-ble part of the shok is transmitted through the bubble and part is reeted bakupstream; Quirk and Karni [184℄ performed a one dimensional analysis for the mo-ment the inident shok impats the bubble whih suggested that the transmittedomponent of the shok is 6.4 times stronger than the omponent that is reeted.The transmitted shok is refrated strongly as it moves through the bubble and lagsbehind the inident shok. Deformation of the bubble is already evident with it'swindward side being attened into the ow.In Frame (b), at 115�s, the two segments of the inident shok have passedover to the leeward side of the bubble and an be seen to be di�rating around theylindrial shape of the bubble. Unlike with the Helium bubble, the point at whihthe transmitted shok and the inident shok meet does not move away from thebubble surfae. The strong inward refration of the transmitted shok has meantthat material inside the bubble has started to be foused towards the entrelineof the bubble and towards the leeward side. Haas and Sturtevant (1987) observedthat the refrated shok is thikened at its two endpoints. Quirk and Karni (1994)onlude that this thikening is must be due to some three dimensionality in theshadow photographs and that it is not a two dimensional ow feature; however, inthe simulation a series of additional waves an be seen in the ow around this timewhih ould explain this thikening. No explanation of it's origin was given by theHaas and Sturtevant [89℄. Quirk and Karni [184℄ also noted that, at this point intime, the bubble interfae shows signs of inipient instabilities, where vortiity hasbeen generated on the interfae of the bubble .In Frame (), at 135�s, the inident shok has refrated further around theylinder and has ontinued to fous the material in the bubble towards the entreline.The two segments of the inident shok have ontinued to di�rat around the leeward



6.3 Simulation Using MB CNS 167side of the bubble and meet the bubble interfae at with the transmitted shok.Waves an be seen to have reeted from the upper and lower wall of the shok tubeand are re-entering the ow �eld.In Frame (d), at 187�s, shows that the transmitted shoks are just about tofous on the bubble entreline. Simulations by Quirk and Karni (1994) show thatthis fousing results in a peak pressure 2.1 times higher than behind the transmittedMah 1.22 shok wave. The di�rated segments of the transmitted shok haverossed over and ontinue to move outward through one another. Weak ontatdisontinuities, between regions that have been proessed by either the di�rated orplanar inident shok, are visible in this frame. The reeted shoks from the topand bottom walls of the shok tube have now started to pass through the bubble.Deposited vortiity has aused the rolling up of the bubble interfae to ontinued togrow.In Frame (e) (in Figure 6.8), at 247�s, the two segments of the transmittedwave have emerged from the leeward side of the bubble after having foused onthe entreline. These waves are ylindrial in shape and are moving outward. Theelevated temperature aused by the fousing of the transmitted shoks on the en-treline aused a high speed behind the transmitted shoks and auses the leewardinterfae of the bubble to beome wedge shaped.Frame (f), whih is at 318�s, shows the region downstream of the bubble. ThisFrame is taken relatively lose in time to Frame (g), but is of interest as it reordsthe motion of the transmitted and di�rated waves. Of the waves downstream ofthe bubble, the two di�rated segments of the transmitted shok an be seen. AMah stem has formed near the entreline. The weak ontat surfae behind thetransmitted shok an be seen. The strongly urved transmitted shok an be seenlose behind these waves.In Frame (g), at 342�s, as well as the signi�ant deformation of the leewardside of the bubble, the whole bubble an be seen to have moved downstream fromits initial position at the rings on the side windows. The outward motion ausedby the vortiity in the bubble interfae has aused the bubble to be elongated inthe span-wise diretion. A ompliated wave, reeted internally from the fousedtransmitted waves, an be seen moving upstream inside the bubble.In Frame (h), at 417�s, the bubble has ontinues to fold under the inuene ofthe interfae vortiity. The wave that was internally reeted, following the fousingof the transmitted shok, has partly emerged from the upstream side of the bubble.This Frame is ompliated by the waves reeted from the upper and lower walls ofthe tube. Signi�ant instability is evident in the bubble interfae, partiularly along



168 Shok Indued Deformation of Bubblesthe leeward side.In Frame (i), muh later in time at 1020�s, shows the bubble as the two largevortex ylinders forming at the upper and lower edges of the leeward side are devel-oping; the whole bubble evolves into two large vorties. The blurring evident in thisFrame is due to three dimensionality in the ross setion through the ow reordedby the shadowgraph.The simulations reprodue the experimental ow �eld aurately. Both the ex-ternal and internal wave stutures, and the evolution of the bubble are reproduedaurately. It appears that the simulations have also aurately reprodued the levelof instability in the bubble interfae. The level of instability in the experimentalimages is harder to asertain, as the shadowgraphs are taken through the widthof the test setion; however, the magnitude of the disturbed regions the windwardand leeward sides of the bubble are very similar, between the simulations and theexperiments.
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Figure 6.7: Part one of the sequene of frames omparing the experimental shadow-graphs (left) with the numerial shadowgraphs (right) for the Refrigerant-22 bubble. Theexperimental shadowgraphs are reprodued from Haas and Sturtevant [89℄.
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Figure 6.8: Part two of the sequene of frames omparing the experimental shadow-graphs (left) with the numerial shadowgraphs (right) for the Refrigerant-22 bubble. Theexperimental shadowgraphs are reprodued from Haas and Sturtevant [89℄.



6.3 Simulation Using MB CNS 1716.3.3 Disussion of the ResultsE�et of Mesh Re�nementFigure 6.9 shows the e�et of re�ning the mesh from the oarse mesh, with 83,520ells, to the �ne mesh, with 334,080 ells, on the simulation results. The �ne meshwas shown in Figure 6.3. There only a qualitative di�erene between the two ow�elds. The harateristis of the bubble, and the internal and external waves areall una�eted by the re�nement, apart from the e�et of resolution. The level ofdi�usion at the bubble interfae is inreased, although not by a signi�ant amount.

Figure 6.9: E�et of mesh re�nement on the simulation of the Refrigerant 22 bubble.The ow �eld from the oarse mesh is shown on the left and from the �ne mesh on theright.Vortiity GenerationFor both the heavy and the light bubbles, the deformation is driven by vortiityimpulsively generated at the interfae by the passage of the shok wave throughit. Vortiity is produed whenever there is a misalignment in the gradients of thedensity and pressure �elds; in this ase, the loal pressure gradient through theshok. The soure of the vortiity is the shown in the barolini torque term (on thefar right) in the Curl of the Momentum Equation, Equation 6.1, for a ompressibleuid: �!�t � (! � r) u = �!r � u+ r��rp�2 (6.1)where ! is the vortiity, v is the veloity, p is the pressure and � is the density [89℄.The left side of the equation represents the total hange in vortiity following themotion of the uid. The �rst term on the right side represents vortex strething; this



172 Shok Indued Deformation of Bubblesterm is zero for two dimensional planar simulations suh as this study. The seondterm on the right side is the barolini torque, whih results from misalignment ofdensity gradients with pressure gradients. Sine the density gradient is only presenton the bubble interfae, vortiity is generated there.Figure 6.10 shows ontours of barolini vortiity generation in the lower halfof the frame and aumulated vortiity in the upper half of the frame, during thepassage of the shok for the Helium bubble ase. This �gure shows that one thevortiity has been deposited at the bubble interfae, it remains there, ontinuing todeform the surfae.

Figure 6.10: Contour plots of barolini vortiity generation in the lower half of theframe and aumulated vortiity in the upper half of the frame, during the passage of theshok for the Helium bubble ase.The majority of the vortiity is produed where the shoks interset the bubbleinterfae due to the barolini torque. Sine the inident shok is di�rated aroundthe leeward side of the bubble, it is signi�antly weakened at the point at whih itintersets the bubble. This means that it is only the refrated shok that produesa signi�ant amount of vortiity on the leeward side of the bubble and that morevortiity is deposited on the windward side of the bubble than on the leeward side.In the ase of the lower density Helium bubble, the density gradient vetor isdireted inwards. With the diretion of the pressure gradient through the shok,this results in an anti-lokwise barolini torque applied to the bubble surfae.This results in the windward surfae of the bubble being folded in through itselfas shown in sequene of the Helium bubble interation. With the higher densityRefrigerant 22 bubble, the density gradient vetor is direted outwards from thebubble. This vetor ombined with the shok pressure gradient results in a lokwise



6.3 Simulation Using MB CNS 173torque applied to the interfae. This results in the outward folding of the Refrigerant22 bubble evident in the sequene.E�et of Numerial InstabilitiesThe simulations performed using MB CNS were not as �ne resolved as the simula-tions performed in Quirk and Karni [184℄. This was beause of the adaptive meshre�nement sheme used in the simulations of Quirk and Karni. The �ne grid size,and therefore low numerial visosity, ombined with the lak of a real visositymeant that small numerial disturbanes grew quikly in their simulations. In addi-tion, physial ow proesses, whih would normally be suppressed by the visosityin the uid may be over-estimated [184℄. The oarser mesh used in the MB CNSsimulations, ombined with the implementation of a real visosity, meant that thesesimulations were not as suseptible to this type of numerial instability. The simula-tion of the physial instabilities in the ow were shown to be reprodued auratelyby the MB CNS simulations.An example of the numerial instabilities present in the late time ow �eldsof the Helium Bubble as simulated by Quirk and Karni is shown in Figure 6.11.The instabilities on the interfae of the bubble, likely Kelvin-Helmholtz instabilitiesresulting from the shear aross the interfae, appear to be spurious. This may beaused by the lak of real or numerial visosity in the simulation. The equivalentframe from the MB CNS simulations is shown in Frame (i) of Figure 6.6. Althoughthis �gure shows an aurately stable representation of most of the bubble interfae,the sti�ness of the interfae is under-estimated by the simulation through the regionat the head of the heavy gas penetrating into the bubble.

Figure 6.11: Frame from the simulation of Quirk and Karni [184℄ showing the spuriousinstabilities that were shown to form at late times.
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C H A P T E R 7

Simulations of the Drummond TunnelFaility
Chapter 2 desribed how the ow development during the operation of a shoktunnel di�ers signi�antly from ideal representations, with the test time ahievedbeing signi�antly shortened and noise being introdued into the ow. A numberof non-ideal proesses our throughout the operation of the faility. Some of theseproesses are understood; however, empirial studies and numerial simulations havenot provided an adequate method of prediting driver gas ontamination, whih hasbeen identi�ed as the primary ause of the termination of test time for high enthalpyoperation in the T4 shok tunnel [221℄. A method of prediting, and potentiallypreventing it, would be useful. Also, the quality of the test ow a�ets the useof experimental data obtained in these failities to their use in investigating theonditions experiened in ight. The noise levels in shok tunnels are often an orderof magnitude higher than those experiened in free ight and this a�ets manyaspets of the experimental ow, inluding the onset of boundary layer transition.Numerial simulations provide a method of investigating non-ideal proesses o-urring in a shok tunnel and prediting their e�et on the test ow. In this hapter,simulations of the Drummond Tunnel faility, whih was desribed in Setion 2.2.1,are presented. These simulations are aimed at providing a better understanding ofthe ow in shok tunnels and the mehanisms by whih the real ow deviates fromthe ideal.The approah taken in these simulations is to model the ow developmentthrough the omplete faility, from the driver setion to the dump tank. An ax-isymmetri, body-�tted mesh is used to aurately represent the geometry of thefaility and the simulations are provided with only the initial onditions reproduedfrom the experimental operation. These simulations then run from the initiation ofthe rupture of the primary diaphragm. Suh large sale simulations have been madepossible through the use of parallel omputing, whih is desribed in Chapters 4and 5. By modelling the development of the ow through the entire faility, the



176 Simulations of the Drummond Tunnel Failitypotential exists for prediting the test ow onditions, quality and duration. Thesesimulations will aim, in partiular, to identify the mehanisms that lead to drivergas ontamination and the generation of the high levels of noise experiened in thetest ow.The simulations were performed using the multi-blok CFD ode, MB CNS [114℄,whih is based on a �nite-volume formulation of the ompressible Navier-Stokesequations. It has a shok-apturing apability through the use of a limited reon-strution sheme and an adaptive ux alulator that swithes from AUSM to theEquilibrium Flux Method (EFM) where large veloity gradients are deteted. Thenumerial tehniques used in MB CNS were desribed in Chapter 3.The literature review, in Setion 3.3, desribed the limitations in previouslypublished numerial simulations of shok tunnel operation. These limitations arebrought about by assumptions assoiated with only modelling part of a faility. Thesimulations performed in this study extend the modelling performed previously byremoving these assumptions through the simulation of the omplete faility. Themodels that are used in this study provide suÆient resolution to study eah of theproesses ourring in a shok tunnel under the inuene of the surrounding ow.Simulating the omplete faility, from only the initial onditions ompliates thesimulation beause all of the relevant proesses must be modelled with suÆientresolution and any assumptions that are made must be valid. Proesses that areaounted for inlude: the rupture mehanis of the primary diaphragm, turbulenein the boundary layers and the inuene of the seondary diaphragm.Chapter 6 desribed simulations of the interation of shok waves with ylin-drial bubbles of a light and a heavy gas and their omparison with experimentalphotographs. This was used as validation of the ability of MB CNS in modellingtransient ows involving instability in interfaes separating di�erent gases. Thisvalidation is important to this hapter, sine in the simulation of shok tunnel ows,these same unstable interfaes are present; however, there are no experimental pho-tographs of the shok tunnel interfaes whih an be ompared diretly with thesesimulations.The simulations of the Drummond Tunnel are ompared with the experimentalresults that were desribed in Setion 2.2. The experiments provide traes of par-tiular properties throughout the experiment. Support is given to the validity ofthe representation of the whole ow by the simulations being able to provide a losereprodution the traes from the experiments, This omparison of the experimentalresults with the numerial simulations is disussed in Setion 7.2. The three asesthat will be simulated are shown in Table 7.1.



7.1 Simulation Setup 177Table 7.1: Outline of the di�erent ases simulated in this hapter.Driver and driven gas Level of tailoring Test attahmentNitrogen driving Nitrogen over-tailored Mah 4 nozzleNitrogen driving Nitrogen over-tailored blanked endHelium driving Nitrogen roughly tailored Mah 4 nozzleOne the results of the simulations have been validated through omparison withthe experimental results, the simulated shok tunnel ow is then used to investigatethe ow in the real faility Setion 7.3. The e�et of mesh resolution on these pro-esses is important and will be examined. The proesses ourring in the operationof the shok tunnel are examined in separate disussions, but unlike previous studies,the simulations do not assume that eah of these proesses is ourring in isolation.7.1 Simulation SetupThis setion will desribe the details of the numerial methods used that are spei�to the simulation of the Drummond Tunnel. The MB CNS Sriptit (.sit) �les forthe Drummond Tunnel simulations are provided in Appendix B. These �les inludethe spei�ation of the geometry and mesh, and the initial onditions. The spe-ial ase �les mb speial init.in and mb speial step.in, whih are used toperform setions of odes spei� to these simulations, are provided in Appendix C.7.1.1 The Computational MeshThe geometry of the Drummond Tunnel faility is disussed in Setion 2.2.1. Body-�tted, �nite-volume meshes overing the omplete faility are used in the simula-tions. Eah mesh overed the driver setion, the length of the shok tube, andwhere appliable, the Mah 4 nozzle, test setion and dump tank. The omputa-tional meshes are designed to apture the geometry of the faility as aurately aspossible, given the onstraints of the omputational e�ort required and the body�tted arrangement of ells.The meshes exploit axisymmetry, whih allows a good representation of the ylin-drial geometry of the shok tunnel, but onstrains the gas to movement in the axialand radial diretions, allowing no irumferential motion or gradients. This approx-imation a�ords onsiderable omputational savings from fully three dimensionalmodelling.



178 Simulations of the Drummond Tunnel FailityThe meshes are deomposed into 24 bloks in order to represent the geometryof the faility and to allow parallelisation of the solution. These bloks are, wherepossible, maintained with the same number of ells to aid parallel eÆieny.The main 59mm diameter setion of the driver setion, with the spike runningalong its enterline, is inluded in the mesh. There is an additional driver volumearound the pneumati ylinder, whih is also inluded. Sine all of the gases usedin the faility are modelled, there are no gas inow boundaries in the faility.The zero loation for the geometry is set at a mahined referene surfae wherethe nozzle attahes to the shok tube setion. This allowed the most reliable wayof speifying the geometry, with the nozzle geometry being spei�ed relative to thissurfae. A body-�tted mesh is used primarily so that the geometry of the nozzleould be modelled aurately. The geometry of the nozzle was known to within0.1mm from the nozzle design pro�le.The full length of the dump tank behind the test setion is modelled, along withits end wall. The dump tank extended outwards from the nozzle entreline in twoopposite diretions. This arrangement an be seen in Figure 2.12. This geometry ismodelled as a supersoni outow ondition at the radius of the ylindrial part of thedump tank. The ow detail at this boundary was not onsidered to be important.Two di�erent omputational meshes are used. The meshes only di�er in thatthe geometry of the Mah 4 nozzle, test setion and dump tank are attahed to theend of the shok tube in one mesh, while the other has the end of the shok tubeblanked o�. The wall for the blanked end is sunk 4mm into the shok tube fromthe zero loation.Figure 7.2 shows the oarse omputational mesh used for the simulations withthe Mah 4 nozzle attahed. The extent of the mesh is shown at the top of the�gure, showing the outline of eah of the bloks. Inset 1 shows a loser view themesh in the region around the nozzle and the test setion. Inset 2 shows the meshthrough the driver setion. Inset 3 shows a loser view of the mesh through thenozzle ontration from inset 1.With the original mesh being de�ned, three meshes were used for re�nementstudies. These three meshes were uniformly re�ned so that the number of ellsaross the radius of the shok tube was varied to from 40 ells for the oarse mesh(whih is shown in Figure 7.2), 60 ells for the medium mesh and 80 ells for the �nemesh. These three meshes onsisted of a total of 80,850 to 181,980 and 323,400 ellsrespetively. With the mesh being re�ned, the properties in the simulation shouldapproah the experimentally reorded values with a seond order onvergene rate.Inreasing the resolution of the mesh greatly inreases the amount of omputation



7.1 Simulation Setup 179required in the solution. Ideally, doubling the resolution of the mesh in both axesrequires an eight times inrease in omputational e�ort. The results of the meshre�nement studies are desribed in Setion 7.3.The valid resolution of the boundary layers is the primary limitation on themesh. The mesh was re�ned towards the wall to fous ells in the boundary layers,whilst still leaving a signi�ant number of ells in the ore ow. The ability of themesh to resolve the boundary layer is quanti�ed in Setion 7.3.2. The body-�ttedmesh requires that the radial dimension is onstant along the length of the tube andnozzle. Three frames of the same axial segment of the mesh through the shok tubeis shown in Figure 7.1. The three frames are taken from the oarse (on the left) themedium (in the middle) and the �ne resolution mesh (on the right). These framesalso demonstrate the re�nement of the mesh towards the wall.
Figure 7.1: Segments of the omputational meshes used. The oarse (left), medium(middle) and �ne (right) resolution meshes are shown. Segments of the meshes aross the31.1mm radius of the shok tube are shown, with Ny = 40, 60 and 80.The mesh overs the length of the tube, so that the evolution of the ow alongthe length of the faility an be modelled. Over the downstream 0.5m of the shoktube, the mesh is re�ned axially at towards the end of the shok tube in order tofous the omputational e�ort in the region of the reeted shok interations thattake plae. Simulations were run with double and quadruple axial resolution inorder to investigate the e�et of the axial resolution, and ell aspet ratio, on theevolution of the ontat surfae along the tube. In these simulations, the shape andharateristis of the ontat surfae remained essentially the same. From this itwas onluded that the axial resolution of mesh was suÆiently onverged for atleastthe �ne resolution mesh.
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Figure 7.2: The omputational mesh used for simulations of the Drummond Tunnelfaility with the Mah 4 nozzle attahed. The extent of the mesh is shown in the outlineof the blok boundaries. Three insets are shown: 1. the oarse mesh in the driver region,2. the oarse mesh in the region around the nozzle, 3. an inset further into the nozzleregion.



7.1 Simulation Setup 1817.1.2 Initial ConditionsThe type of gases used in the experiments, and their �ll pressures, were given inTable 2.1. These were spei�ed in the simulation as the initial onditions, along withthe temperatures of the driver gases, whih shall be further disussed in Setion 7.2.As all of the faility is modelled (exept for the outer part of the dump tank) all ofthe gases in the experiment are spei�ed in the initial onditions and there are noinow boundaries.The wall temperature was assumed to be onstant at 296K, whih was measuredas an average ambient temperature in the laboratory ontaining the faility. It wasassumed that the experiment was short enough that the heat transfer would nothave been able to hange the wall temperature. Simulations also were run usingadiabati walls; however, these simulations ould not reprodue the heat transferreorded in the experiments nearly as well as the onstant temperature walls.The ambient temperature of 296K was also used as the initial temperature forthe driven and dump tank gases and, in the ase with the Nitrogen driver, the drivertemperature. As was disussed in Setion 2.2, the initial temperature of the drivergases were elevated due to the non-ideal �lling proess. This was demonstrated inthe simulations, with shok speeds resulting from an ambient temperature drivergas being around �ve to ten perent too low for the orresponding post inidentshok pressure.In the real faility the test setion is �lled with very low pressure air; however, inthe simulations Nitrogen is spei�ed in this setion. This is done for the simpliityof the gas models used and is not thought to be signi�ant sine the gas initially inthe test setion does not interat in any signi�ant way in the faility and Nitrogenis the primary omponent of air.7.1.3 Gas ModelsThe numerial methods used in MB CNS require models representing the hara-teristis of the gases in the simulation. For the Helium driving Nitrogen ase, thegas model assumed that the gas was a mixture of perfet gases. For the Nitrogendriving Nitrogen ases, a look-up table, based on the CEA tables [39℄ was used.The properties of gas omposed of multiple omponents (or speies) are modelledby solving additional equations for onservation of eah of these omponent gases.The properties of the gas mixture in eah ell are alulated using mass frationweighted averages of the omponent gas properties, as was desribed in Setion 3.1.1.The ability to speify additional gas omponents, whih may be the same as another



182 Simulations of the Drummond Tunnel Failitygas being used, allows regions of gas to be tagged and traked over time through asimulation.The peak temperatures in the stagnation region at the end of the shok tuberemain below 1600K. At these temperatures, vibrational and rotational modes ofexitation of the moleules are yet to beome signi�ant. For the Helium drivingNitrogen ase, the gas model assumes mixtures of perfet gases. Given the relativelylow peak temperatures simulated, this is thought to be suÆient. For the Nitrogendriving Nitrogen ase, a look-up table is used beause it was available. Assumingan ideal gas for this ase would have been suÆient as well.7.1.4 Primary Diaphragm Rupture ModelThe simulations being performed in this hapter involve the modelling of both theomplete driver setions and the driven setions and, therefore, must aount for therupture of the primary diaphragm. The ow in the real faility is initiated by therupture of a metal diaphragm separating the driver gas from the driven gas, as wasdesribed in Setion 2.1.4. It was found through the development of the numerialmodels in this study that the ow in a shok tunnel ould not be reprodued by asimulation of the omplete faility, whih did not inlude the e�et of the diaphragmrupture proess.A model that assumes that the primary diaphragm opens as an iris is used inthese simulations. Support for the appropriateness of this model is based on theexperimental observations of Rothkopf and Low [197℄ and is disussed in detail inSetion 2.1.4.The total rupture time and �nal rupture diameter are spei�ed in the �lemb speial init.in (whih is provided in Appendix C), as well as the blok indexof the blok upstream of the diaphragm position; speifying a blok index of -1 turnso� the diaphragm rupture model for the simulation.The model works by assuming the linear variation in ross setional area observedby Rothkopf and Low [197℄. At eah time step the radius of the open diaphragmis alulated based on this area. The ell oupying this radius of the shok tubewas identi�ed and was spei�ed as the edge of the diaphragm. Measurements ofused diaphragms, following experiments in the Drummond Tunnel, used to obtainan average diameter of the remaining diaphragm material of 57mm. The radiusof the opening diaphragm was inreased at eah time step, until this radius wasreahed, at whih point it remained.The diaphragm rupture model is implemented in the inter-blok ommuniationin MB CNS. The blok boundary ondition would normally opy the data from the



7.1 Simulation Setup 183�rst two rows of ells on the neighbouring blok to the two rows of ghost ells usedby the present blok. This information passed from the neighboring blok onnetsthe ow in the two bloks. On the outside of the row of ells spei�ed as being atthe edge of the diaphragm, the two rows of the present blok are transferred to theghost ells in the same blok instead. This has the e�et of a reeted boundaryondition, whih is a wall between the bloks. This proess is repeated for eah sideof the diaphragm boundary looking at the other side.The reonstrution sheme used requires information from two neighboring rowsof ells. This means that the ommuniation at the blok boundaries and, there-fore, the diaphragm rupture model uses the two rows of ells on either side of thediaphragm boundary. Figure 7.3 shows the numerial arrangement of the rupturemodel, with the ow of information shown as arrows between the bloks on eitherside of the diaphragm, and the ghost ells used in the blok ommuniation.
Block 2Block 1

Figure 7.3: The numerial setup of the iris based diaphragm rupture modelThis model does not attempt to aount for the energy taken out of the owby the deformation of the diaphragm but, given the relatively less dutile openingobserved of aluminium diaphragms, this model is believed to be suÆient.7.1.5 Seondary Diaphragm RuptureThe Drummond tunnel also has a thin seondary diaphragm, whih separates thedriver gas from the dump tank setion. This diaphragm plays an important role inthe operation of the shok tunnel. In these simulations the e�et of the seondarydiaphragm, in initially separating the shok tube from the test setion, is modelled;however, it is assumed to be removed ideally.The boundary between the omputational bloks on either side of the diaphragmposition are set at the position of the diaphragm. In the simulations, the e�et ofthe intat diaphragm is modelled by assigning the onnetions between these twobloks as reeted boundary onditions, losing the onnetion. As there is no owin the bloks on the downstream side of the diaphragm (those in the test setion



184 Simulations of the Drummond Tunnel Failityand dump tank) they are assigned as inative. The ode to set up this arrangementwas inluded in the �le mb speial init.in.When the inident shok arrives at the diaphragm, the pressure on the diaphragmrises rapidly and it bursts, allowing the shok proessed driver gas to ow throughthe nozzle. The pressure of the downstream most ell in the blok before the di-aphragm boundary is monitored. When this pressure exeeds 100 kPa, the boundaryonditions in the bloks up against the diaphragm position are onneted to one an-other and the bloks downstream of the diaphragm position are ativated with theinitial onditions in the dump tank. The ode to monitor the diaphragm pressureand to ativate the diaphragm onnetion and the dump tank bloks was inludedin the �le mb speial step.in.The diaphragm burst pressure was varied from 100 kPa to 300 kPa to investigatethe e�et of the pressure hosen on the resulting ow. Investigations of the resultingsupply pressure transduer traes and the test ow pitot pressure traes, showed nodi�erene for this variation in the seondary diaphragm burst pressure. Given therapid rise of the pressure at the seondary diaphragm resulting from the arrivalof the shok, the diaphragm will burst within a very short period for any burstpressures of this order.7.1.6 Turbulent Boundary Layer ModellingThe high densities and high stagnation enthalpies present in shok tunnel ows leadto onsiderable heat transfer to the shok tube walls. This heat transfer rate isdetermined by the behaviour of the turbulent boundary layers [213℄.As was desribed in Setion 3.1.1, the shok tunnel simulations in this thesissolve the Reynolds-Averaged Navier-Stokes equations. These equations use methodsof statistially averaging the Navier Stokes equations over a time whih is longompared to turbulent time sales, but short ompared with the time sale of themean motion.The Baldwin-Lomax eddy visosity model [11℄ is used to aount for the e�etof turbulent motions in the shok tube wall boundary layers. The Baldwin-Lomaxmodel, is based on the model of Cebei and Smith [40℄. Eddy visosity models arethe simplest turbulene models in that they model turbulent stresses and uxes byanalogy to moleular stresses and uxes [143℄. The models add a omponent to thevisosity in the boundary layer to aount for the e�et of turbulent motions. Theimplementation of the Baldwin-Lomax model in MB CNS is of the same form asthat desribed by Craddok [53℄.



7.1 Simulation Setup 185For the inner layer, the Baldwin-Lomax model is similar to the Cebei-Smithmodel, but it di�ers signi�antly in the outer layer; Baldwin and Lomax modi�ed theCebei-Smith Model by substituting new relations for onditions at the outer edgeof the shear ow. The Baldwin-Lomax model is inexpensive and robust; however, itis an inomplete turbulene model and requires knowledge of the atual ow beingmodelled in the form of modi�able oeÆients. In the original paper, the oeÆientswere obtained through omparison with the Cebei and Smith model.The variation of the outer layer oeÆients, Cp and Ckleb, is desribed extensivelyin the literature. The e�et of favourable and adverse pressure gradients on Cp andCkleb is disussed in Granville [84℄. The e�et of Mah number on these oeÆientsis desribed in York and Knight [252℄. Kim, Harlo� and Sverdup [121℄ modi�edthe oeÆients for hypersoni ow onditions. He and Walker [92℄ obtained anexpression for Cp and showed that the Baldwin-Lomax model an aount for thee�ets of variability in density. The variation of other parameters, suh as theClauser fator and the Coles wake fator are also desribed in the literature [84℄.The outer layer oeÆients, Cp and Ckleb, were hosen from the relations pro-vided in Kim, Harlo� and Sverdup [121℄. No instane of the variation of the Karmanonstant, �, has been disussed in the literature; however, in these simulations, theuse of the value of �=0.4 provided in the original model [11℄ resulted in simulationswhih were de�nitely inorret. The value of � used in the original Baldwin-Lomaxmodel was spei�ed by Coles and Hirst [50℄, using experimental observations of awide range of inompressible attahed boundary layer ows. The reason for therequirement of varying � in these simulations is not understood; however, it may bedue to either ompressibility e�ets or some aspet of the boundary layer spei�to shok tube ows. Due to the e�et that it has on the level of visous atten-uation, both the pressure behind the inident shok and the pressure behind thereeted shok depend strongly on the value of �. The value of � used in the simu-lations is seleted through the omparison of the results with experimental results,in the ontext of the spei� onditions used in the simulations. The seletion ofthe Baldwin-Lomax oeÆients used in the simulations is desribed further in Se-tion 7.2. The oeÆients used in the simulations are outlined in Table 7.2.The turbulene model was ativated for the blok boundaries along the shoktube walls and through the nozzle. The ow in the driver setion was assumed to befully laminar sine simulations using the turbulene model in the driver setion wereinaurate. In the original paper desribing the Baldwin-Lomax method a model forboundary layer transition was proposed. This transition model was used in thesesimulationsIn these simulations, the boundary layer was assumed to be turbulent through-



186 Simulations of the Drummond Tunnel Failityout the nozzle pro�le. The boundary layer grows signi�antly in size through thedivergent setion of the nozzle. This expansion also promotes the rapid transitionto turbulene in these boundary layers. The boundary layers on the nozzle of HEGare assumed to be turbulent through the majority of the divergent setion [45℄. Theinreased thikness of this boundary layer, due to the e�et of turbulene, a�ets thee�etive pro�le that the ore of the ow, that is the useful test ow, passes through.This has been found in the simulations to improve the auray of the simulatedtest low pitot pressure traes.The implementation of the Baldwin-Lomax model through the separated owsin the region of the bifurated foot of the reeted shok is questionable [122℄. Inorder to investigate the e�et that the model in this region has on the simulation,the turbulene model was swithed o� throughout the shok tunnel ow as theshok reeted from the end of the shok tube. This showed no e�et on the traesprodued, in omparison with simulations in whih the turbulene model was leftas ative.7.1.7 Reording Experimental TraesData an be reorded at the geometri loation of data aquisition equipment in thereal faility using history ells. These history ells are spei�ed in the Sriptit �lesthat are provided in Appendix B. The gas properties of interest at this loationan then be extrated from this data. This simulated data an then be used indiret omparisons with the experiments. These omparisons provide the validationof the simulations in Setion 7.2. The data an be reorded at a high sampling rate,providing the appearane of a ontinuous trae.History ells were spei�ed as the outer most ells in the rows orrespondingto the axial loations of the supply pressure transduer and the heat ux gauge.For the experiments with the blanked end, history ells are assigned at the radialloations of the probes and the axial stations at whih the rake is positioned. Noattempt is made to model the e�et of the rake and its sting on the ow. In theNitrogen driver ase with the nozzle attahed, the pitot probe was positioned 14mmfrom the exit plane of the nozzle. For the Helium driver ase it was positioned onthe exit plane. This was aounted for by adjusting the history ells used for thesetwo ases.As an example, the trae of wall heat ux is alulated using these historyell traes. Knowing the temperatures at the outer row of ells, the gradient oftemperature at the wall an be alulated by approximating a linear pro�le at thewall. For the omparison of the simulation results with the experimentally reorded



7.1 Simulation Setup 187heat transfer data, the heat ux to the wall (Qw) was alulated using:Qw � k�T�y = kT1 � Twy1 � yw (7.1)Where k is the thermal ondutivity of the gas near the wall, T is the temperatureand y is the radial position. The subsript 1 denotes the properties at the entre ofthe �rst row of ells from the wall and the subsript w denotes the properties at thewall.



188 Simulations of the Drummond Tunnel Faility7.2 Validation of the Simulations using the Ex-perimental ResultsThe simulations that were run in this hapter reprodued the initial onditions ofthree sets of experiments that were onduted in the Drummond Tunnel faility.The data sets that were reorded during these experiments, were disussed in Se-tion 2.2.4. Simulated data traes were also reorded throughout the simulationsand, in this setion, this simulated data will be ompared with the orrespondingexperimental data, to provide a validation for the simulations. The simulations aregiven only the initial onditions from the experimental operation. This means that ifthe simulations an provide a lose reprodution of the traes from the experiments,then it is likely that they are produing a valid representation of the ow throughthe omplete shok tunnel.The ase was initially modelled assuming laminar boundary layers. The aurayof the simulations were improved by aounting for the e�et of turbulene in theshok tube wall boundary layers with the Baldwin-Lomax eddy visosity modelwhih was desribed in Setion 7.1.6. This is an algebrai turbulene model andit has oeÆients that are modi�able for partiular ow onditions. The variationof the two outer layer oeÆients Cp, Ckleb is desribed widely in the literature[121, 84, 92℄. The values of these oeÆients were obtained from Kim and Harlo�[121℄. Kim and Harlo� provide graphs of the variation of these two oeÆients withthe Mah number, whih were used to obtain the values used for the ases simulated,based on the inident shok Mah number. The variation of Cp and Ckleb was foundto not have a signi�ant e�et on the attenuation of the inident shok. The e�etof these values on shok tunnel ows is primarily seen in the evolution of the ontatsurfae along the shok tube, whih will be disussed in Setion 7.3.6. In order toprodue aurate simulations, the model was also modi�ed through the Karmanonstant (in the inner layer of the model). In the simulations, the value that wouldreprodue the experimental results was found to be between 0.15 and 0.20. Theexat value was found by modifying this oeÆient in onjuntion with the drivertemperature; this proess will be disussed in detail. The results in this setionwill �rst be presented for the simulations assuming laminar boundary layers andthen for the simulations inorporating the turbulene model. The original Baldwin-Lomax oeÆients [11℄ provided results that are indiative of more than a 10% overestimation of the attenuation of the inident shok.The experimental gas �ll pressures were known and were not varied in the simu-lations, but the initial gas temperatures in the experiments were not known exatly.The investigation of the �lling proess, desribed in Setion 2.2, indiated that the



7.2 Validation of the Simulations using the Experimental Results 189driver temperatures were elevated to between 30oC and 40oC. It was also found thatthe driver temperature an vary between experimental shots depending on the rateof �lling and the delay between �lling and the �ring of the shot.The driven gas temperatures were assumed to be ambient, and equal to the walltemperature. The driven gases were not �lled to the same high pressure as the drivergases and, therefore, were not believed to be subjet to the same heating e�et. Anyvariation in this temperature would only have been due to variation in the ambienttemperature in the laboratory.The implementation of the primary diaphragm rupture model was desribed inSetion 7.1.4. All of the parameters used in the model were harateristis of thediaphragms used or were obtained from the literature. The primary diaphragm wasassumed to rupture with a linear pro�le of opened ross-setional area versus time.This assumption, and the total rupture time was obtained from Rothkopf and Low[197℄ and was disussed in Setions 2.1.4. The resulting diameter of the ruptureddiaphragm was obtained from measurements of used diaphragms taken from thefaility following experiments. The e�et of the diaphragm rupture model will bedisussed in Setion 7.3.1.The initial onditions used in the simulations reprodued the failities operatingonditions that were given in Table 2.1. Along with these onditions, the modi�ableharateristis of the simulation that most losely reprodued the ow are given inTable 7.2.Table 7.2: Modi�able simulation parameters that best reprodued the experimental re-sults. Driver Temperature 305K (He) and 310K (N2)Driven Temperature 296KWall Temperature 296KBaldwin-Lomax (Turbulene Model):� 0.18Cp 1.74Ckleb 0.47Primary Diaphragm Rupture Model:rupture time 200�srupture diameter 57�sThe values used for the driver gas temperature and the Baldwin-Lomax model



190 Simulations of the Drummond Tunnel FailityoeÆient � were obtained by varying them and omparing a harateristi valueobtained from the simulation to the orresponding value obtained in the experiment.This harateristi value was the pressure behind the inident shok for the Heliumdriver ase and the pressure behind the reeted shok for the Nitrogen driver ases.An inrease in driver temperature results in an inrease in the initial shok strength.On the other hand, an inrease in � resulted in an inrease in the level of theturbulent ontribution to the visosity in the inner layer of the simulated boundarylayer (�t(inner)). This inreased the visous attenuation of the shok as it progressedalong the tube and, therefore, aused a derease in the pressure behind the shokas it passed the supply pressure transduer.The speed of the inident shok was measured using the time of ight betweenthe heat ux gauge and the supply pressure transduer (whih were separated by217mm). The shok speed was not noted during the modi�ation of the two sim-ulation parameters whih a�eted the shok pressures and it was found that theshok strength required to reprodue the post shok pressure would reprodue theshok speed. Support is given to the validity and potential preditive apaity ofthe simulations in that the simulations, being alibrated for partiular simulationvalues, an predit other values.Various ombinations of initial onditions and levels of visous attenuation ouldbe used to reprodue the desired shok harateristis; however, there are otherharateristis of the simulation whih, if measured in ombination with these, ouldonly be reprodued by a single set of simulation parameters. The other parametersused in the omparison were: the delay between the arrival of the inident shok andthe reeted shok at the supply pressure transduer, and the time of the arrivalof the reetion of the tailoring wave. The delay before the arrival of the reetionof the tailoring wave is dependent on the interation of the reeted shok and theontat surfae and the onditions in the stagnated region at the end of the shoktube. Also the behaviour of the driver gas following its interation with the reetedshok is used as a qualitative onstraint. These onstraints led to the single set ofparameters whih were used in the simulations.This set of parameters was the same for the two di�erent operating onditions,apart from the driver temperatures (whih were, in all probability, di�erent fromone another in the experiments). This is an important result for the validity of thesimulations: even though the operating onditions were very di�erent, and giventhe possible ranges of the parameters, the parameters that reprodued experimentaltraes the most losely were the same for the three ases.In this setion, the simulations and the experimental traes used the same timesale. The times are aligned at the arrival of the inident shok at the supply



7.2 Validation of the Simulations using the Experimental Results 191pressure transduer. Table 7.3 shows the time o�sets between the times used in thissetion, and the time from the initiation of the primary diaphragm rupture, whihis used in Setion 7.3.Table 7.3: Time o�sets relative to the initiation of diaphragm rupture used in this setion.Driver and driven gas Attahment Time o�set usedNitrogen driving Nitrogen Mah 4 nozzle +3.716msNitrogen driving Nitrogen blanked end +3.716msHelium driving Nitrogen Mah 4 nozzle +2.528msTwo of the experimental transduers, the supply pressure PCB transduer andthe heat ux gauge, are mounted in the wall of the shok tube. This means thatthe transduers measure the ow inside the boundary layer, and as a result, anyomparison of simulation data with them is sensitive to the aurate modelling ofthe boundary layer. This is shown to be partiularly important for measurementsreorded during the passage of the bifurated foot of the reeted shok.The simulation results presented in the following omparisons use the �ne resolu-tion mesh. In addition, the �ne mesh resolution simulations are further disussed inSetion 7.3. The modi�able parameters used in the simulations were hosen so thatthe result would onverge for the �ne resolution mesh simulations. As the meshwas re�ned from the oarse and medium meshes to the �ne mesh, there were nosigni�ant deviations from the traes presented in this setion. This was true forthe three ases that were modelled.The experimentally reorded traes are desribed in Setion 2.2.4. The featuresof these traes are desribed in that setion and so the disussion of the traes inthis setion will be restrited to the omparison of the simulated and experimentaltraes.Problems with the SimulationsThe auray of the simulations depends on areful omparison with the experi-ments. The simulations, in their urrent form, annot be used in a preditive waywith any ertainty. There were some simulations, whih through small hanges in theonditions, or the modi�able parameters, would produe entirely inorret traes.The most obvious of these is evident in the supply pressure transduer traesfrom the Helium driving Nitrogen ase. This ase used roughly tailored operating



192 Simulations of the Drummond Tunnel Failityonditions, and the axial loation at whih the reeted shok reahes the ontatsurfae is between the supply pressure transduer and the heat ux gauge (whih areseparated by only 217mm). This means that any inauraies in either the initialonditions, or the level of visous attenuation along the tube an result in a slightlyinorret level of tailoring. This an result in inorret movement of the ontatsurfae following the interation and as a result, the ontat surfae an impinge onthe supply pressure transduer. Driver gas oming into ontat with the transdueran produe large variations in the trae reorded by the transduer.These types of dips were also evident in the over-tailored Nitrogen driving Nitro-gen ase. This resulted from a slightly inorret representation of the over-tailoredinteration for the same reasons desribed in the Helium driving Nitrogen ase.Amongst the problems observed in the traes were the entirely inorret traesprodued in simulations using the original value of � used in the original Baldwin-Lomax model [11℄. This variation may result from a oding problem in the imple-mentation of the model in the ode; however, the implementation of the model hasbeen used suessfully in the past and areful examination of the ode did not �ndsuh an error. The simulations were ontinued using the modi�ed value of � sinethese values, through alibration, ould be used to reprodue the traes.



7.2 Validation of the Simulations using the Experimental Results 1937.2.1 Over-Tailored Operation: Nitrogen Driving NitrogenThis setion will ompare the traes obtained from the simulations of the Nitrogendriving Nitrogen ases with the equivalent experimental traes. The two ases arewith the nozzle attahed and with the end of the shok tube blanked o� where thenozzle would be attahed. Nitrogen is used as the driver gas and the driven gas, usingthe operating onditions given in Table 2.1; the resulting operation is over-tailored.The other parameters used in this simulation were outlined in Table 7.2.The onvergene study was produed similar results for the two Nitrogen drivingNitrogen ases. As a result of this, the onvergene study is shown for the ombinedase. This similarity in the onvergene would be expeted given the similarity ofthe operating onditions. The x-t diagram that is disussed for these ases is alsoassumed to be the same for the two ases. Separate traes from the experimentsand simulations using the blanked end and the Mah 4 nozzle will be onsidered.Grid ConvergeneAs the mesh is re�ned, the solution should onverge towards the experimental ow�eld. The onvergene of the solution, with re�nement of the mesh, is examinedusing harateristi ow values that an be used for referene. The most distintmeasurement values were used for omparison: shok speeds for both ases, and theinident shok pressure for the Helium driver ase and the reeted shok pressurefor the Nitrogen driver ase.Various levels of approximation interat throughout the simulation a�eting thelevel of errors present in the solution. The unlimited reonstrution sheme is 3rdorder aurate; however, the use of limiters a�ets the onvergene, as do the bound-ary onditions, the solution of visous uxes, the turbulene model and the seletivere�nement of the mesh towards the wall. This means that no de�nite order ofonvergene is expeted to be observed.Given the onvergene of the solution with mesh resolution, the parameters usedin the simulations were hosen suh that the values obtained from the �ne meshresolution simulation onverged to the experimental values. This was believed toprovide the best representation of the ow possible with these meshes. This meansthat the oarse and medium meshes will under predit these values; however, the�ne mesh is used in the disussion and analysis. It will be seen in Setion 7.3 thatthe proesses ourring in the ow are resolved suÆiently, for even the oarse meshsimulations.The onvergene plots for the Nitrogen driving Nitrogen ases are shown inFigure 7.4. The onvergene based on the shok speed is shown on the left and the



194 Simulations of the Drummond Tunnel Failityonvergene based on the pressure behind the inident shok shown on the right.The values obtained from the simulation are plotted versus the inverse of the numberof ells used aross the radius of the shok tube. This is done so that a solutionwith an in�nite number of ells is at the left edge of the plot. The experimentallymeasured value is shown as the dashed line aross the plots. The onvergene ofthe solution towards the experimental values are evident. The value for the �nemesh (whih is the left most point) is slightly lower than the experimental valuesand would be expeted to onverge loser to the experimental value for even �nermesh solutions.
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7.2 Validation of the Simulations using the Experimental Results 195x-t DiagramAn x-t diagram an be onstruted from the MB CNS simulations by sampling theentreline positions of the shok and the ontat surfae through time. This x-t diagram, for the over-tailored ase, is shown in Figure 7.5. This x-t diagram isessentially the same for the two over-tailored ases simulated (the ase with the Mah4 nozzle and the ase with the blanked shok tube end). The x-t diagram shown inFigure 7.5 is taken from the blanked end ase. The main di�erene between the twoases, the expansion of the gas through the nozzle, does not have a signi�ant e�eton this diagram. The extent of the ontat surfae is de�ned as being between themost upstream and downstream part of the ontat surfae, not inside the boundarylayer, and not detahed from the main ontat surfae.

Figure 7.5: MB CNS simulated x-t diagram for the Nitrogen driving Nitrogen with theblanked shok tube end ase. The turbulent simulation was used.In the x-t diagram, early in time the trajetories of the inident shok (solidline) and ontat surfae (grey region) an be seen moving towards the downstreamend of the shok tube. The inident shok is shown to reet from the downstreamend of the shok tube and travel bak upstream. The reeted shok interatswith the ontat surfae, sending both a transmitted wave upstream and a reetedwave bak downstream. The wave reeted downstream, whih is not shown, is theover-tailoring wave. This wave ends the test time.The expansion fan emanating from the primary diaphragm position is not shownin this x-t diagram as its arrival at the end of the shok tube is late in time and



196 Simulations of the Drummond Tunnel Failityso it is not important to the disussion with the operating onditions used in theseases.Wave Speed DiagramThe points sampled from the blanked end ase simulations and used in Figure 7.5,were used to obtain the wave speed diagram shown in Figure 7.6. As with the x-tdiagram, the shok is shown as the solid blak line and the ontat surfae is shownas the grey region. This �gure demonstrates the initial strong aeleration of theshok as the waves that form during the opening of the primary diaphragm oalese.Following this, the gradual attenuation of the shok, aused by the visous boundarylayers, is evident.The front of the ontat surfae moves along the shok tube with approximatelyonstant veloity, although a slight deeleration is evident. The e�et of the di-aphragm rupture model on the initial deformation of the ontat surfae is evident.The stability of the ontat surfae is shown, in that as the ontat surfae movesalong the shok tube, the front and the bak of the ontat surfae approah thesame speed.
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Figure 7.6: Evolution of waves speeds along the tube from the turbulent MB CNSsimulations for the Nitrogen driving Nitrogen ase. The speed of the shok and the frontand the bak of the ontat surfae are shown.The �gure atually shows the variation of du=ds along the tube; however, thisleads to the aeleration by onsidering the relation: a = du=dt = du=ds � ds=dt =



7.2 Validation of the Simulations using the Experimental Results 197du=ds � v. This means that, sine the sign of the veloity is always positive, the signof du=dt is the same as the sign of du=ds.The delay in the arrival time of the inident shok and ontat surfae at theheat ux gauge and the pressure transduer, being separated by 217mm, an beused to identify the wave speeds, both in the experiment and the simulations.For the blanked end ase, the experimentally measured shok speed was 792.7m/s.Using the �ne mesh simulation, the shok speed predited by the laminar simula-tion was 893.1m/s (12.7% high) and the turbulent simulation was 787.0m/s (0.7%high). This shows a 12.0% improvement assoiated with the implementation of theBaldwin-Lomax model. The experimental shok speed from the Mah 4 nozzle aseould not be determined with any auray due to the high level of noise in theexperimental trae.



198 Simulations of the Drummond Tunnel FailitySupply Pressure Transduer: Blanked End Case1. Laminar Simulation (Figure 7.7)The laminar simulation signi�antly over estimates both the inident and the re-eted shok pressures. These results are indiative that there has not been enoughvisous attenuation of the shok. In the experimental trae, the rise due to thearrival of the reeted shok shows a urved pro�le, resulting from the interationof the reeted shok with the boundary layer. This e�et is not reprodued inthis simulation. The tailoring waves arrive late, leading to an over estimate of thesteady period. In the laminar simulations, the arrival of tailoring waves at the trans-duer are too sharply de�ned, appearing on the trae as steps, rather than the moretapered rise observed in the experimental trae. The �nal pressure, following thepassage of the ontat surfae is too high.2. Turbulent Simulation (Figure 7.8)With the alibrated turbulene model, the pressure behind the inident shok andthe arrival time of the reeted shok are reprodued aurately. The most sig-ni�ant di�erene between the turbulent simulation and experimental traes is atthe arrival of the reeted shok. The foot of the reeted shok has bifurateddue to its interation with the inident boundary layers. The traes resulting fromthis interation are disussed in detail in Setion 7.3.4. The arrival times of thetailoring waves are aurately reprodued. The pressure rises are more tapered andare signi�antly more like the experimental trae than the laminar simulation; how-ever, the tailoring waves are still sharper and more de�ned than in the experimentaltrae. This is believed to be due to limitations in the simulation of the ontatsurfae, whih are desribed in detail in Setion 7.3.6. The �nal pressure, as thedriver gas passes the transduer is aurately reprodued and the inreased level ofnoise assoiated with the arrival of driver gas is also reprodued.



7.2 Validation of the Simulations using the Experimental Results 199
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Figure 7.7: Stati pressure reorded by the supply pressure PCB transduer during theHelium driver ase for the laminar simulation ompared to the experiment.
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Figure 7.8: Stati pressure reorded by the supply pressure PCB transduer during theHelium driver ase for the turbulent simulation ompared to the experiment.



200 Simulations of the Drummond Tunnel FailitySupply Pressure Transduer: Mah 4 Nozzle Case1. Laminar Simulation (Figure 7.9)As with the blanked end ase, the laminar simulation signi�antly over estimatesboth the inident and the reeted shok pressures. With the Mah 4 nozzle ase,the interation of the reeted shok with the boundary layer is more signi�antthan with the blanked end ase. The e�et of this interation is not evident in thelaminar simulations, with the trae showing a sharply stepped pro�le. The tailoringwaves arrive late, leading to an over estimate of the steady period. In the laminarsimulations, the arrival of tailoring waves at the transduer are too sharply de�ned,appearing on the trae as steps and the �nal pressure is too high.2. Turbulent Simulation (Figure 7.10)With the alibrated turbulene model, the pressure behind the inident shok andthe arrival time of the reeted shok are reprodued aurately. In the simulation,the passage of this shok foot past the pressure gauge has an osillating steppedpro�le, whereas the experimental trae is urved following a small step. The pres-sures in front of, and behind, this interation are the same for the simulation andexperiment, and the gradual rise in the experiment and the stepped pro�le in thesimulation both take the same amount of time to pass the transduer. The foot ofthe reeted shok has bifurated due to its interation with the inident boundarylayers. The di�erenes in these traes are disussed in Setion 7.3.4. The pressurebehind the reeted shok in the simulation is within the range of utuations thepressure in the experimental trae, or slightly below it. The arrival time of thetailoring wave is aurately reprodued. As with the blanked end ase, these tai-loring waves are stronger in the simulations than in the experiment. The trend inpressure as these waves arrive at the transduer is predited aurately; however,small deviations from the experimental trae are evident. The �nal pressure, as thedriver gas passes the transduer is aurately reprodued and the inreased level ofnoise assoiated with the arrival of driver gas is also reprodued.
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Figure 7.9: Stati pressure reorded by the supply pressure PCB transduer during theHelium driver ase for the laminar simulation ompared to the experiment.
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Figure 7.10: Stati pressure reorded by the supply pressure PCB transduer during theHelium driver ase for the turbulent simulation ompared to the experiment.



202 Simulations of the Drummond Tunnel FailityHeat Flux Gauge: Blanked End CaseThe heat ux traes are only ompared for the blanked end ase, as the measure-ments taken during the experimental with the Mah 4 nozzle su�ered from exessiveexperimental noise. The magnitude of the heat ux was not known during the ex-periments. This means that no quantitative omparison of heat uxes ould beused, and the level of the experimental heat ux in the �gures was aligned withthe simulated magnitudes. The simulated heat ux was alulated using a linearrelation given in Setion 7.1.7.1. Laminar Simulation (Figure 7.11)The initial jump in heat ux is aused by the passage of the inident shok. Itan be seen in the experimental trae that the heat ux to the wall from the gasin the region behind the inident shok is steady; however, in the simulation, thisheat ux dereases over time (with distane from the shok). This derease in heatux is aused by the variation in heat ux through the growing boundary layerwhih is inreasing in thikness with distane from the shok. The seond rise inheat ux is the arrival of the reeted shok. The heat ux remains high in theregion behind the reeted shok. The sharp derease in heat ux is aused by thearrival of the ontat surfae following its interation with the reeted shok. Forthe remainder of the trae, the waves are dominated by the omplex interationbetween the reeted shok and the ontat surfae and the resulting pseudo-shoktrain.2. Turbulent Simulation (Figure 7.12)The only signi�ant di�erene between the laminar and turbulent heat ux traes isduring the passage of the bifurated foot of the reeted shok. This appears as thedip in heat ux immediately following the arrival of the reeted shok. This dip isnot evident in the experimental trae, indiating that the temperature of the gas inthe shok foot is not as low as it is modelled in the simulation. The other featuresin the trae are essentially the same as were desribed for the laminar simulationomparison. Given the diÆulty in reproduing these traes, it is believed thatboth the laminar and turbulent simulations provide a reasonable reprodution ofthe experimental heat ux over time.



7.2 Validation of the Simulations using the Experimental Results 203

-20

 0

 20

 40

 60

 80

 100

 120

 140

-0.5  0  0.5  1  1.5  2  2.5  3

H
ea

t F
lu

x 
(a

ri
bt

ra
ry

 u
ni

ts
)

Time (ms)

Experiment
Laminar Simulation

Figure 7.11: Heat ux reorded by the thin �lm heat ux gauge during the Helium driverase for the laminar simulation ompared to the experiment.
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Figure 7.12: Heat ux reorded by the thin �lm heat ux gauge during the Helium driverase for the turbulent simulation ompared to the experiment.



204 Simulations of the Drummond Tunnel FailityShok Tube Heat Flux Rake: Blanked End CaseThe rake of heat ux probes desribed in Setion 2.2.3 was used to detet the arrivalof the ontat surfae at stations at 524mm and 1015mm from the blanked end ofthe tube. The diaphragm rupture model had a signi�ant e�et on the shape of theontat surfae in the simulations. For this reason, the results for simulations with,and without, the diaphragm rupture model will be disussed.1. Without the Diaphragm Rupture Model (Figure 7.13)The pro�le measured at the 1015mm position is shown on the left and the at the524mm position is shown on the right. The experimentally measured pro�le is shownin grey and the simulated pro�le, without the diaphragm rupture model, is outlinedin blak. The general shape of the ontat surfae from this simulation is similar tothe experimental shape, but the level of mixing at the ontat surfae is signi�antlylower than is evident in the experimental measurements. The real ontat surfae isexpeted to be turbulent, whih would promote mixing and di�usion at the interfae,and may aount for this di�erene.
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Radial Tube Position (mm)Figure 7.13: Contours of driver gas mass fration, showing the ontat surfae shape atthe 1015mm station (on the left) and the 524mm station (on the right). The diaphragmrupture model was not inluded in the simulation. The experimentally measured ontatsurfae shape is shaded in grey and the simulated ontat surfae shape is outlined inblak.2. With the Diaphragm Rupture Model (Figure 7.14)The pro�le measured at the 1015mm position is shown on the left and the at the524mm position is shown on the right. Again, the experimentally measured pro-�le is shown in grey and the simulated pro�le, with the diaphragm rupture model,is outlined in blak. The simulation with the diaphragm rupture model does notreprodue the ontat surfae shape from the experiment orretly. An importantonsideration is that the mixing length of the ontat surfae is about the same be-tween the two. The irulation of material aused by the diaphragm rupture model



7.2 Validation of the Simulations using the Experimental Results 205has not resulted in full mixing at the interfae. Also it is known that the ontatsurfae is turbulent; this turbulene would aelerate the mixing at the interfaeand is not modelled in the simulations. The result is that the mixing in the simu-lated pro�le is predominantly along the entreline of the shok tube, whereas in theexperiment it is aross the full radius. The harateristis of the ontat surfae aredisussed in more detail in Setion 7.3.6. These issues may have an e�et on theinteration of the ontat surfae with the reeted shok, disussed in Setion 7.3.7,although it is known that the interation proess is modelled suÆiently to au-rately predit the arrival of driver gas in the test ow from the Nitrogen drivingNitrogen (Mah 4 nozzle) ase. This omparison is shown in Figure 7.16.
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206 Simulations of the Drummond Tunnel FailityNozzle Exit Pitot Pressure: Mah 4 Nozzle CaseFigure 7.15 shows the experimental trae of pitot pressure measured at the entrelineof the nozzle exit plane ompared to the trae from the turbulent simulation. Inaddition to aounting for the e�et of turbulene along the length of the shok tube,the use of the Baldwin-Lomax model on the nozzle walls improved the auray ofthe simulations. In the trae shown, the duration over whih these waves arriveat the probe is aurately reprodued. The experimental trae has been �ltered,removing high frequeny utuations; this inludes muh of the magnitude of thestartup waves. In the un�ltered experimental trae, the magnitude of the startupwaves was of the same magnitude as the simulated waves. The steady test time andthe magnitude of the pitot pressure during the test time are aurately reprodued.The over-tailoring wave auses the inrease in pressure that ends the test time. Thiswave is too strong in the simulated trae; however, the general trend in the pitotpressure rise, following the initial arrival of the tailoring wave is lose to that seenin the experimental trae. The �nal pitot pressure, as driver gas ows through thenozzle, is reprodued aurately. The results from the laminar simulations are notshown for the test ow properties as they are sign�antly di�erent.
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Figure 7.15: Comparison of the simulated and experimental pitot pressure at the nozzleexit entreline. The simulated trae is from the turbulent simulation of the Nitrogendriving Nitrogen ase.



7.2 Validation of the Simulations using the Experimental Results 207Nozzle Exit Stagnation Temperature: Mah 4 Nozzle CaseFigure 7.16 shows the experimental trae of stagnation temperature measured 14mmfrom the entreline of the nozzle exit plane ompared to the trae from the turbulentsimulation. The hange in stagnation temperature resulting from the arrival ofdriver gas is evident. This traes shows that the turbulent simulations auratelyreprodue the time of the arrival of driver gas in the test ow for the over-tailoredase. The trae shows that the simulations reprodue the stagnation temperaturewith reasonable auray, both before and after the arrival of the driver gas. Thisdriver gas arrives in the test ow prematurely, beause of the aeleration of drivergas resulting from the interation of the ontat surfae with the reeted shok.This interation is disussed in more detail in Setion 7.3.7.
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Figure 7.16: Comparison of the simulated and experimental nozzle exit stagnation tem-perature at the nozzle exit entreline. The simulated trae is from the turbulent simula-tion of the Nitrogen driving Nitrogen ase.



208 Simulations of the Drummond Tunnel Faility7.2.2 Tailored Operation: Helium Driving NitrogenThis setion will ompare the traes obtained from the simulation of the Heliumdriving Nitrogen ase. The Mah 4 nozzle is attahed and the operating onditionsresult in roughly tailored operation.Grid ConvergeneThe proess used to examine the onvergene study in the Nitrogen driving Nitrogenases is followed here. The simulations aim for a onverged simulation at, or near,the �ne resolution simulation. The inident shok pressure and the shok speedbetween the supply pressure transduer and the heat ux gauge are used as theharateristi simulation values.The onvergene plots for the Helium driving Nitrogen ase is shown in Fig-ure 7.17. The onvergene using the inident shok speed between the heat transfergauge and supply pressure transduer is shown on the left and using the pressuremeasured 0.1ms after the arrival of the inident shok at the supply pressure trans-duer is shown on the right. The values obtained from the simulation are plottedversus the inverse of the number of ells used aross the radius of the shok tube.The experimentally measured value is shown as the dashed line aross the plots. Itan be seen that the onvergene is set to a level that is too high and the onver-gene over-shoots the experimental value. The values from the �ne mesh simulationare slightly higher that the experimental value, for both of the harateristi values;however, they only exeed the experimental value by a small amount, possibly withinthe limit of experimental error, and this onvergene was thought to be suÆientlyaurate.
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7.2 Validation of the Simulations using the Experimental Results 209x-t DiagramAn x-t diagram was also onstruted from the MB CNS simulation for this ase.This x-t diagram is shown in Figure 7.5.

0

0.5

1

1.5

2

2.5

3

3.5

4

-4 -3.5 -3 -2.5 -2 -1.5 -1 -0.5 0

T
im

e 
(m

s)

Distance along the shock tube (m)

Shock

Contac
t S

urfa
ce

 F
ro

nt

Contac
t S

urfa
ce

 B
ac

k

Head of th
e Expansio

n

Figure 7.18: MB CNS simulated x-t diagram for the Helium driving Nitrogen with theblanked shok tube end ase. The turbulent simulation was used.In the x-t diagram, the trajetories of the inident shok (solid line) and ontatsurfae (grey region) an be seen moving towards the downstream end of the shoktube. The inident shok is shown to reet from the downstream end of the shoktube and travel bak upstream. The reeted shok interats with the ontatsurfae. Being a tailored mode of operation, the ontat surfae should be stoppedby the reeted shok. The driver gas an be seen to ontinue to move slightlydownstream. No disernible tailoring waves emanated from this interation as wouldbe expeted. The expansion fan emanating from the primary diaphragm positionan be seen to have reeted from the upstream end of the driver setion and movedalong the shok tube. In this ase, the reeted expansion reahes the test ow andis responsible for ending the test time.Wave Speed DiagramThe points sampled from the simulation, and used in Figure 7.18, were used toobtain the wave speed diagram shown in Figure 7.19. As with the x-t diagram, theshok is shown as the solid blak line and the ontat surfae is shown as the greyregion. This �gure demonstrates the initial strong aeleration of the shok as the



210 Simulations of the Drummond Tunnel Failitywaves that form during the opening of the primary diaphragm oalese. Followingthis, the gradual attenuation of the shok, aused by the visous boundary layers,is evident.The visous boundary layers also ause the aeleration of the ontat surfae.This aeleration is learly evident in this ase, more so than in the Nitrogen drivingNitrogen ases. This aeleration has a partiularly important e�et on the stabilityproperties of the ontat surfae and will be disussed in Setion 7.3.6. The e�et ofthe diaphragm rupture model is evident in the initial axial thikness of the ontatsurfae.
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Figure 7.19: Evolution of waves speeds along the tube from the turbulent MB CNSsimulations for the Helium driving Nitrogen ase. The speed of the shok and the frontand the bak of the ontat surfae are shown.The delay in the arrival time of the inident shok between the heat ux gaugeand the pressure transduer was used to identify the shok speed, both in theexperiment and the simulations. The experimentally measured shok speed was1151.6m/s. The shok speed predited by the laminar simulation was 1225.3m/s(6.4% high) and the turbulent simulation on the �ne mesh was 1152.7m/s (0.1%high). This shows an 6.3% improvement with the implementation of the BaldwinLomax model.



7.2 Validation of the Simulations using the Experimental Results 211Supply Pressure Transduer1. Laminar Simulation (Figure 7.20)The laminar simulation signi�antly over estimates both the inident and the re-eted shok pressures. The arrival time of the reeted shok is lose to the exper-imental value. In the experimental trae, the rise due to the arrival of the reetedshok shows a urved pro�le, resulting from the interation of the reeted shokwith the boundary layer. This e�et is not reprodued in the laminar simulation,whih has a sharp pro�le at the arrival of the reeted shok. The expansion arrivesat the orret time, but the pressure from the time of the arrival of the reetedshok onwards is signi�antly over estimated.2. Turbulent Simulation (Figure 7.8)With the alibrated turbulene model, the pressure behind the inident shok is re-produed aurately, but the arrival of the reeted shok is slightly early. The mostsigni�ant di�erene between the turbulent simulation and experimental traes is atthe arrival of the reeted shok. The foot of the reeted shok has bifurated dueto its interation with the inident boundary layers and the e�et of the bifuratedshok foot is even more signi�ant here than in the Nitrogen driving Nitrogen traes.In ontrast, the properties of the ow following the arrival of the reeted expansionare aurately reprodued, with the pressure being only slightly low throughout.
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Figure 7.20: Stati pressure reorded by the supply pressure PCB transduer during theHelium driver ase for the laminar simulation ompared to the experiment.
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Figure 7.21: Stati pressure reorded by the supply pressure PCB transduer during theHelium driver ase for the turbulent simulation ompared to the experiment.



7.2 Validation of the Simulations using the Experimental Results 213Heat Flux GaugeAs with the Nitrogen driving Nitrogen ases, the magnitude of the heat ux wasnot known so the level of the experimental heat ux trae was simply aligned withthe simulated trae. Again, the simulated heat ux was alulated using a linearrelation given in Setion 7.1.7.1. Laminar Simulation (Figure 7.22)The initial jump in heat ux is aused by the passage of the inident shok. It anbe seen in the experimental trae that the heat ux to the wall from the gas inthe region behind the inident shok is approximately onstant for 600�s, althoughthere are signi�ant utuations during this period. In the simulation, the heatux dereases slighly during this period. This derease in heat ux is aused bythe variation in heat ux through the inreasing boundary layer whih is inreasingin size with distane from the shok. The relatively sudden derease in heat uxis aused by the arrival of driver gas at the gauge. The instantaneous rise in heatux, in the middle of this derease, is aused by the arrival of the reeted shok,whih has already passed through the ontat surfae. The arrival time of this shokis aurately estimated in this simulation, but additional strong waves are evidentin the simulated trae following the passage of the reeted shok. These are notevident in the experimental trae.2. Turbulent Simulation (Figure 7.23)A sharp peak in heat ux through the boundary layer immediately behind thereeted shok is evident. The pro�le from the turbulent simulation has roughly thesame harateristis as the laminar pro�le, exept in the region around the reetedshok foot. The width of the material in the shok foot is evident in the simulatedtrae, being responsible for the longer duration of high heat ux at the arrival of thereeted shok than in the experimental trae. This is due to the high temperaturematerial being arried at the foot of the shok in the simulation. No additional wavesare evident in the trae at late times, as in the experimental trae. The simulatedtrae ends at 1.5ms.
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Figure 7.22: Heat ux reorded by the thin �lm heat ux gauge during the Heliumdriving Nitrogen ase for the laminar simulation ompared to the experiment.
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Figure 7.23: Heat ux reorded by the thin �lm heat ux gauge during the Heliumdriving Nitrogen ase for the turbulent simulation ompared to the experiment.



7.2 Validation of the Simulations using the Experimental Results 215Nozzle Exit Pitot PressureFigure 7.24 shows the experimental trae of pitot pressure measured at the entre-line of the nozzle exit plane ompared to the trae from the turbulent simulation.In addition to its implementation along the length of the shok tube, the use of theBaldwin-Lomax model on the nozzle walls improved the auray of the simulationof the test ow. As with the Nitrogen driving Nitrogen ases, the harateristisof the startup waves were aurately reprodued. The steady test time and themagnitude of the pitot pressure during the test time are aurately reprodued, asis the arrival of the reeted expansion in the test ow. For this ase, the simulatedtrae lose enough to the experimental trae to be within the levels of the utua-tions, throughout the trae shown. Also, the levels of utuations during the testow period are of the same magnitude in eah of the traes. This will be disussedfurther in Setion 7.3.10.
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Figure 7.24: Pitot pressure reorded by the nozzle exit entreline pitot probe during theHelium driving Nitrogen ase for the turbulent simulation ompared to the experiment.



216 Simulations of the Drummond Tunnel Faility7.3 Disussion of the Simulation ResultsThe omparison of experimental and simulated traes in Setion 7.2 demonstratesthat the simulations provide a good reprodution of the traes reorded duringexperiments. The simulations are provided with only the initial operating onditionsused in the experiments and the geometry of the faility. This provides strongsupport as to the auray of the simulations and to the modelling assumptionsthat have been made. There were some di�erenes between the experimental resultsand the simulation results. These di�erenes will be further addressed in this setion.This setion disusses important uid dynami proesses in the operation ofa shok tunnel as illustrated through the simulations. The visualisation of thedevelopment of the ow throughout the whole faility is an important feature of thesesimulations. The evolution of ow strutures and the interation of ow featuresthat have evolved properly is shown to be an important aspet of the overall ow.The disussion in this setion uses simulations performed on the �ne resolutionmesh, the details of whih were desribed in Setion 7.1.1. Apart from Setion 7.3.2,whih disusses the resolution of the boundary layers, the e�et of the re�nement ofthe mesh is addressed in the ontext of eah proess being investigated. Throughre�nement of the mesh from the oarse and medium resolution meshes, to the �neresolution mesh, it is shown that the primary features of the solution are suÆientlyindependent of mesh resolution.The times quoted in Setion 7.2 were all set with the zero time aligned with thearrival of the inident shok at the supply pressure transduer. This was done sothat the simulated traes ould be aligned with the experimental traes. Sine thissetion only deals with the simulation, all times disussed in this setion will bequoted from the time of the start of the simulation (at the initiation of diaphragmrupture). These time o�sets are shown in Table 7.3.



7.3 Disussion of the Simulation Results 2177.3.1 Simulations of Diaphragm Rupture MehanisSimulations were run assuming an ideal removal of the diaphragm. These simula-tions were unable to reprodue the experimental results, even through variation ofthe simulation parameters. A diaphragm rupture model was implemented, whihenabled the simulations to be able to reprodue the experimental results, as shownin Setion 7.2.An iris based model is used to aount for the e�et that the mehanis of therupturing primary diaphragm has on the ow. The rupture is assumed to be a steadyproess, with the opening area inreasing linearly with time. The total rupturetime is assumed to be 94% (to aount for the slow initial opening) of a 200�srupture time. These assumptions were based on the experimental observations ofRothkopf and Low [197℄, whih were disussed in Setion 2.1.4. These assumptionsare believed to be valid sine the diaphragmmaterial is aluminium and the rupturingof the diaphragm is initiated by being piered by the spike. From observations ofused diaphragms, the simulated diaphragm is assumed to rupture to a diameterof 57mm. The implementation of the rupture model in the ode was disussed inSetion 7.1.4.The analysis in this setion uses the Nitrogen driving Nitrogen ase with theblanked end, unless otherwise stated. Sine the rupture proess is the same forthe three ases simulated, the resulting ow at early times is similar for the asesonsidered.Sequene of the Rupture ProessFigures 7.25 and 7.26 show a sequene of numerial Shlieren (in the upper halfof the frames) and driver gas mass fration (lower half) frames of the initial owresulting from the implementation of the diaphragm rupture model. The frames aretaken at 20�s intervals starting at the instant of the start of the simulation.The gradual opening of the diaphragm an be seen through the frames. Due tothe initially small opening, the shok is spherial as it emerges from the opening. Inthe frame at 60�s, this spherial shok front reahes the side wall. Following this itreets bak into the ow.In these early frames, the driver gas an be seen emerging through the opening.This gas expands outwards, but moves predominantly downstream rather than out-wards from the diaphragm. It is not until the frames as late as 200�s that the drivergas an be seen to impinge on the side wall. In the frame at 100�s, the segment ofthe shok reeted from the side wall an be seen to reah the ontat surfae. Itontinues to pass through the driver gas in later frames. These transverse shoks



218 Simulations of the Drummond Tunnel Failityboune bak and forth aross the tube, repeatedly passing through, and proessingthe ontat surfae. In this interation, both the ontat surfae and the shoks aresigni�antly deformed, with vortiity being generated at the ontat surfae. Thisvortiity results in the urling up of the outward edge of the ontat surfae seen inlater frames.The forward moving segment of the spherial shok moves along the tube. Thispart of the shok undergoes a regular reetion at the wall, until, as the angle ofinidene of the shok against the wall is suh that the regular reetion is no longerpossible, a Mah stem forms. The Mah stem forms what beomes the primaryshok, as the triple point moves along the inident shok towards the tube entreline.This Mah stem an �rst be seen to form in the frame at 120�s and the shokis essentially planar by 240�s. As this planar shok forms, the transverse wavesontinue to weaken. This weakening an be seen by omparing the strength of thetransverse waves in the frames at 220, 240 and 260�s. This proess demonstratesthe inherent stability of the shok wave, as it forms into a roughly planar formwithin 240�s, and less than two shok tube diameters from the diaphragm.It was assumed that the diaphragm opens to 57mm of the 62.2mm diameter ofthe shok tube. The remaining area behind what is left of the diaphragm results ina poket of stagnant gas. As the gas is fored around this gas, two oblique shoksand a Mah disk form. Throughout the frames, the expansion of the driver gas anbe seen moving bak upstream into the driver setion.
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0 µs driver section piercer diaphragm position shock tube
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60 µs spherical shock

80 µs shock reflection
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140 µs contact surface processed by shock reflection

Figure 7.25: Part one of a sequene of frames showing the initial ow that results fromthe implementation of the diaphragm rupture model. Numerial Shlieren is shown in theupper half of the frames and mass-frations are shown in the lower half, with driver gasin blue and driven gas in yellow. The frames are at 20�s intervals starting at the instantof the start of the simulation.
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300 µs Mach disk

Figure 7.26: Part two of a sequene of frames showing the initial ow that results fromthe implementation of the diaphragm rupture model. Numerial Shlieren is shown in theupper half of the frames and mass-frations are shown in the lower half, with driver gasin blue and driven gas in yellow. The frames are at 20�s intervals starting at 160 �s.



7.3 Disussion of the Simulation Results 221E�et on the Contat SurfaeThe rupture mehanis of the primary diaphragm has a signi�ant e�et on theharateristis of the ontat surfae. Unlike the shok, whih is inherently stable,the ontat surfae evolves along the tube under the inuene of how it is a�etedby the rupture of the primary diaphragm.Cambier et al. [35℄ and Petrie-Repar [176℄ observed that the diaphragm ruptureproess results in an inreased axial speed of the driver gas near the walls, relativeto gas near the entreline. Figure 7.27 shows a numerial Shlieren (upper half) andaxial veloity (lower half) frame of the ow resulting from the use of the diaphragmrupture model. This frame is at 300�s after the start of the simulation.As the driver gas enters the shok tube, it emerges from the ontration in areathrough the diaphragm. This gas passes through an oblique shok, and a weakerre-attahment shok, whih straightens the ow. Following these shoks, the owonverges slightly towards the entreline, before passing through a seond set ofoblique shoks, whih again straighten the ow. This shok struture remains fromthe transverse moving shok resulting from the initial emerging spherial shok. Thegas whih moves straight along the entre of the tube passes through a Mah disk,whih raises the pressure of the gas to the level of the gas that passed through thetwo oblique shoks. This gas emerges with a higher veloity than the gas whihpasses through the Mah disk.The axial speed of the driver gas, shown in Figure 7.27, ranges from over 600m/snear the wall to the nearly stationary gas behind the Mah disk. This gradient inveloity results in the jetting of driver gas near the walls, whih imposes an outwardmixing of the gas at the ontat surfae as it moves along the shok tube. This willbe disussed further in Setion 7.3.6.This gradient in veloity is ompounded by the generation of vortiity, whihresults from the interation of the ontat surfae with the transverse moving shoks.This vortiity is a result of a barolini torque, of the same type as will be disussedin Setion 7.3.7 in the ontext of the interation of the ontat surfae with thereeted shok. This vortiity ats to promote the deformation and mixing at theontat surfae.The assumption of an ideal primary diaphragm rupture proess would result inwell de�ned, planar features forming. This may be appropriate for the shok, givenits inherent stability, but in the ase of the ontat surfae, it would result in aninaurate representation.Skinner [212℄ believed that the gradually opening diaphragm, resulted in thejetting of driver gas along the entreline of the tube. It has been observed experi-
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Figure 7.27: Contours of numerial Shlieren (upper half of frame) and axial veloity(lower half of frame) resulting from the diaphragm rupture model opening in 200 �s in theNitrogen driving Nitrogen ase simulations. The frame is at 300 �s from the start of thesimulation.mentally [197℄ that the initiation of the diaphragm rupture proess is a slow proess.It was thought that as a result the driver gas was allowed to penetrate into the testgas through this initially small opening. This e�et was believed to be the primaryause of driver gas ontamination in the experiments onduted [212℄. The obliqueshok struture observed in these simulations ats against this proess, and is nowbelieved to be the more dominant of the two mehanisms.



7.3 Disussion of the Simulation Results 223E�et of the Opening TimeIn addition to the analysis of the ow �eld resulting from the 200�s rupture time,the total time taken for the diaphragm to rupture was varied from instantaneous to100, 200 and 400�s. This allowed variation around the time observed by Rothkopfand Low [197℄ in order to asertain the sensitivity of the ow to this time.Figure 7.28 shows numerial Shlieren (upper half) and driver gas mass-fration(lower half) frames from the ow �elds resulting from these di�erent opening times.The e�et of the rupture time on the ow an be seen in what is essentially a delayin the arrival of ow features at positions along the tube, an inrease in the strengthof the oblique shok struture and a signi�ant inrease in the early deformation ofthe ontat surfae. The shok and ontat surfae speeds far downstream of thediaphragm are relatively una�eted by this proess; the only signi�ant e�et fardownstream is on the harateristis of the ontat surfae. In the 400�s openingtime frame, the diaphragm has not yet fully opened.
instantaneous opening

100 µs opening time

200 µs opening time

400 µs opening time

Figure 7.28: The e�et of diaphragm opening time on the resulting ow. NumerialShlieren (upper half of frames) and driver gas mass-fration (lower half of frames) 300 �safter the diaphragm rupture was initiated. The instantaneous (top), 100, 200 and 400 �s(bottom) opening time ows are shown.



224 Simulations of the Drummond Tunnel FailityFigure 7.29 shows the shok trajetories versus distane from the diaphragmposition, resulting from the use of the diaphragm rupture model. The simulationswere run for the instantaneous, 100, 200 and 400�s opening times. The initiallylow shok speeds, followed by the aeleration of the shoks as the spherial shoksoalese to form the planar shok is evient for all four of the traes. The variationin the early entre-line speed of the shok results from the formation of the planarshok from the spherial shok front. This proess is also desribed by by Rothkopfand Low [196℄, Zeitoun et al. [254℄ and Petrie-Repar [176℄.
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Figure 7.29: Shok trajetories versus distane from the diaphragm position, resultingfrom the use of the diaphragm rupture model. Trajetories are shown for the model withinstantaneous opening, 100, 200 and 400�s opening times.



7.3 Disussion of the Simulation Results 225E�et of Mesh ResolutionIn order to determine whether the rupture proess is being simulated in a mesh res-olution independent manner, the results are ompared with lower resolution simula-tions. Figure 7.30 shows frames from the oarse, medium and �ne meshes, demon-strating the e�et of mesh re�nement. These frames are taken from the Heliumdriving Nitrogen ase, instead of the Nitrogen driving Nitrogen ase as with theother frames. Comparison of these frames show that the simulated ow is essen-tially the same in the three frames, with sharper resolution being ahieved with themedium and �ne meshes; this is partiularly seen in the resolution of the shoks. Itis believed that the �ne resolution simulations are not a�eted by mesh resolutionissues.
coarse mesh resolution

medium mesh resolution

fine mesh resolution

Figure 7.30: The e�et of the mesh resolution on the modelling of the diaphragm ruptureproess. Numerial Shlieren (upper half of frames) and driver gas mass fration (lowerhalf) ontours are shown, omparing the diaphragm rupture indued ow for the oarse(top), medium (middle) and �ne (bottom) meshes. The frames are shown at 300�s.



226 Simulations of the Drummond Tunnel Faility7.3.2 Resolution of the Boundary LayersThe proper resolution of the boundary layers is vital to the auray of the simula-tions. Properly resolving boundary layers plaes one of the most signi�ant limita-tions on the mesh. The shok that proesses the test gas has been attenuated alongthe length of the tube by the inuene of the boundary layers. The ow of mate-rial into the boundary layers also results in the aeleration of the ontat surfae,further dereasing the test time.Given the diÆulty in resolving the boundary layers, the mesh is re�ned towardsthe wall as was shown in Figure 7.1, in order to fous omputational e�ort in thisregion. Qualitative inspetion of the ow in the boundary layers indiate that suf-�ient ells are alloated inside them. The good orrelation ahieved between thesimulated heat ux to the wall, whih is based on the gradients of properties throughthe boundary layer, to the experimentally reorded traes from the thin �lm heatux gauge, indiates that the boundary layers are being modelled adequately.The boundary layers from the Nitrogen driving Nitrogen ase were examined indetail. It is believed that the analysis onduted on these simulations are appli-able to the other ases, given that they use the same mesh, the same modellingassumptions and have similar ow onditions.u+ versus y+In order to provide a quantitative assessment of the quality of the grid near the wall,the grid spaing parameters u+ and y+ will be used. The two values u+ and y+are alulated using the equations: u+ = uu� (7.2)y+ = yu�� (7.3)where: u� = s �w�w (7.4)�w is the loal density near the wall, �w is the shear stress at the wall, y is thedistane to the entre of the �rst row of ells, � is the kinemati visosity and u isthe tangential veloity at the �rst row of ells.A study of the simulation of at plate boundary layers was onduted by Dil-ley [58℄. The grid spaing parameters required to adequately resolve surfae heattransfer in that study were disussed in Cokrell Jr., Auslender, White and Dilley[49℄. It was stated that a y+ value of 2 is required to ensure adequate resolution



7.3 Disussion of the Simulation Results 227of the boundary layer. This was not ahieved in this study by more than an orderof magnitude; however, this study does not depend on the quantitative preditionof heat transfer rates. The predition of heat transfer through the boundary layerdisussed in Setion 7.2 appeared to be predited suÆiently for this study. It isbelieved that the requirements on y+ are not as strit as in other studies, withdi�erent requirements, suh as Cokrell et al. and Dilley. This study is primarilyonerned with the boundary layers for their e�et on the ow along the shok tube.With the orret level of the attenuation of the shok, and the ritial aspets ofthe interation of the reeted shok with the boundary layer being aurately re-produed, it is believed that the boundary layers are suÆiently resolved for thisstudy.By varying u and y, as the ells move away from the wall, pro�les of u+ versus y+an be produed. These �gures provide information on the quality of the simulatedboundary layer, inluding the number of ells inside the boundary layer. If thenumber of ells inside the boundary layer is too low then the numerial tehniquesused annot be expeted to resolve the boundary layer gradients properly.A theoretial pro�le of u+ versus y+ through a boundary layer is shown in Fig-ure 7.31. Comparison of this plot with the pro�les obtained from these simulationsdemonstrates the diÆulty in modelling all aspets of a boundary layer.

Figure 7.31: A plot of u+ versus y+ based on a theoretial representation of a boundarylayer. Reprodued from Wilox [244℄.



228 Simulations of the Drummond Tunnel FailityFigure 7.32 shows the u+ versus y+ plots for the boundary layers growing behindthe shok on the oarse resolution mesh. Separate pro�les were extrated arossthe radius of the tube, at 100mm intervals from the shok, through the growingboundary layer. The laminar boundary layer is shown on the left and the boundarylayer utilising the turbulene model is shown on the right.
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600mm From ShockFigure 7.32: Pro�les of u+ versus y+ for the laminar (left) and turbulent (right) growingboundary layers behind the shok on the oarse resolution mesh.The left most point shows the values from the inner most ell in the boundarylayer. These pro�les all follow the same line through the boundary layer. This wouldbe expeted sine eah pro�le is through a larger setion of the same boundary layer,modelled on the same mesh. The points orresponding to ells outside the boundarylayer all have the same axial speed and therefore lie on a at line of u+. The e�etof the growing boundary layer is seen in the movement away from the wall of thepoints in the at line.The use of the Baldwin-Lomax eddy visosity model [11℄, aounting for tur-bulene in the boundary layers, has a signi�ant e�et on the simulated boundarylayers. The model makes the boundary layers signi�antly thiker, thereby inreas-ing the number of ells that are inside the boundary layers. This has the e�et ofinreasing the ability of the numerial shemes to resolve the boundary layers. Forexample, in the pro�le losest to the shok, whih is at the thinnest part of theboundary layer, the turbulent simulation has seven ells inside the boundary layer.This number inreases along the growing boundary layer. Aross all of the pro�les,the simulated laminar boundary layers have between one and two points inside theboundary layer; too little to be able to provide adequate resolution.Figure 7.33 ompares the u+ versus y+ plots for the boundary layers growingbehind the shok on the oarse and �ne resolution meshes, both inorporating theturbulene model. The improvement in the resolution of the mesh, with more ellsin the boundary layers and aross the radius of the tube is seen between the two



7.3 Disussion of the Simulation Results 229meshes. The same harateristis are evident in the plots in that the points throughthe boundary layer are o-linear.
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230 Simulations of the Drummond Tunnel Faility7.3.3 Shok Reetion ProessWhen the shok reahes the end of the shok tube it reets from the downstreamend of the tube. The shok reetion proess has an important impat on theresulting ow, inuening the interation between the resulting reeted shok andthe boundary layer, and introduing signi�ant utuations into the test ow gas.In the blanked end ase, this reetion is simple. With the Mah 4 nozzle ases,the shok reetion is from the urved surfae of the nozzle mouth and the seondarydiaphragm. This di�erene in the reetion proess ontributes to the di�erenesobserved in the experimental results from the blanked end ase and the nozzle ase,whih, for the Nitrogen driver, both use the same onditions.Sequene of the ReetionFigures 7.34 and 7.35 show a sequene of numerial Shlieren frames of the reetionof the shok from the Mah 4 nozzle throat. The frames are taken at 10�s intervalsstarting at 2.69ms. The Helium driver ase simulation is used.The �rst two frames show the inident shok approahing the nozzle. The bound-ary layer on the shok tube walls is also evident. In the frame at 2.71ms, the shok�rst reahes the nozzle surfae. The shok gradually reets from the nozzle surfaeover the next two frames, as the shok reetion moves along the onvergent setionof the nozzle.The part of the inident shok near the entreline reets from the seondarydiaphragm in the throat of the nozzle. As the pressure against this diaphragminreases to 300 kPa, the simulated diaphragm is assumed to be instantaneouslyremoved. This diaphragm is ruptured so quikly that no upstream reetion of theshok is evident. As this diaphragm is removed the ow expands into the nozzle.The reetion of the shok from the nozzle surfae moves outwards from thenozzle surfae, in an upstream diretion and aross the ow. A Mah disk forms onthe nozzle entreline as this reeted shok rosses its mathing reetion from theother wall. This is shown in the �gure at 2.75ms. The resulting triple point movesupstream and away from the nozzle entreline. As this triple point moves throughthe ow it leaves a ontat surfae between the gases proessed by the Mah stem, orby the two segments of the reeted shok. An important feature, noted by Jaobs[111℄, is the formation of a vortex at this ontat surfae. This vortex moves slowlyupstream and remains present in this region until it is swept out of the ow by thenozzle expansion or by the arrival of the ontat surfae.The reetion of the shok reets from the opposing side of the nozzle mouth fora seond time. This shok, labelled in the frame at 2.78ms, moves quikly upstream



7.3 Disussion of the Simulation Results 231and, by the frame at 2.81ms, oaleses with the main reeted shok. Furtherreetions ontinue this trend, but the shoks derease in strength as they ontinue.While the reeted shok moves upstream, it ontinues to oalese with othershoks and the triple point moves outwards towards the wall. Through this proessthe reeted shok beomes planar. The inherently stable nature of the shok isdemonstrated in this reetion proess.The signi�ant utuations in the nozzle supply region left by this proess areevident in the later frames in the sequene. The steady shoks through the nozzleare also beginning to form by the later frames.Similar nozzle reetion proesses are desribed in more detail by Tokarik-Polsky and Cambier [234℄ and Lee [128℄.
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2720 µs gradual reflection
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2750 µs nozzle startup waves
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Figure 7.34: Part one of the sequene of numerial Shlieren images showing the shokreetion proess from the nozzle throat. The Helium driver ase simulation is used. Theframes start at 2.69ms and are at 10� s intervals.
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Figure 7.35: Part two of the sequene of numerial Shlieren images showing the shokreetion proess from the nozzle throat. The Helium driver ase simulation is used. Theframes start at 2.77ms and are at 10� s intervals.



234 Simulations of the Drummond Tunnel FailityE�et of Mesh ResolutionFigure 7.36 shows the e�et of mesh re�nement on the simulation of the shokreetion proess. Di�erenes between the three frames is minimal. The positionof the ontat surfae, and therefore the lous of the triple point appears to beunhanged. The most obvious of di�erenes between the frames is in the position ofthe seond reetion of the shok. This is a fast moving shok and the di�erenes inthe position of this shok are almost ertainly due to the time misalignment of theframes. The physis of the shok reetion proess is not believed to be inuenedby mesh re�nement.Re�nement of the mesh resulted in a slight inrease in the speed of the shokalong the shok tube. This di�erene in shok speed meant that these frames wererealigned to aount for the di�erene in shok arrival time. The frames were at-tempted to be aligned with the �ne resolution of mesh at 2700�s. The resultingoarse and medium meshes are shown at 2715 and 2708�s respetively. Di�erenesin the frames are largely due to time misalignment still present between these threeframes.
coarse mesh resolution

medium mesh resolution

fine mesh resolution

Figure 7.36: The e�et of the mesh resolution on the modelling of the diaphragm ruptureproess. Numerial Shlieren ontours are shown, omparing the shok reetion proessfor the oarse (top), medium (middle) and �ne (bottom) meshes. The frames are shownat 2715, 2708 and 2700 �s respetively.



7.3 Disussion of the Simulation Results 2357.3.4 Interation Between the Reeted Shok andthe Boundary LayerAfter the primary shok reets from the end of the shok tube, it must movebak upstream through the boundary layer. As was disussed in Setion 2.1.6, themomentum de�ient boundary layer material does not have enough monentum toross the normal shok. Sine it annot ross the shok, boundary layer materialbuilds up at the foot of the reeted shok and is arried upstream with it. The gaspassing around this foot material passes through two oblique shoks, rather than thenormal shok aross the entre of the tube, and emerges from these shoks with ahigher veloity than the ore ow. This is ombined with a venturi e�et as the gasis aelerated through the ontration in area between the boundary layer material.The result is a jetting of gas near the walls of the tube whih has, in the literature,been believed to be the ause of driver gas ontamination, by jetting driver gasmaterial as the ontat surfae reahes the reeted shok [228, 46℄.This jetting proess has a number of e�ets on the operation of the shok tube,introduing signi�ant levels of utuations into the stagnation region, and on-tributing to the proess of driver gas ontamination. The proess also leads toutuations of the properties behind the shok struture, and results in test ownoise.Figure 7.37 shows ontours of pressure in the region of the reeted shok inter-ation with the boundary layer. In the region behind the normal shok, the ow isstagnated; however, the ow that passes through the oblique shoks emerges fromthese shoks at a lower pressure. This gas inuenes the region between the ringof shok foot material by lowering the pressure of the gas in towards the entre-line. The lower pressure gas in this region is stagnated by a series of shoks arossthe tube at the downstream end of the shok foot. These shoks are referred toin the literature as the pseudo shok train [144, 167℄. This shok train means thatas the struture moves upstream it leaves the gas essentially stagnated. The �gurealso shows that the pressure of the gas in the shok foot is in equilibrium with thesurrounding gas.Figure 7.38 shows ontours of axial veloity in the region of the reeted shokinteration with the boundary layer. The stagnation of the gas through the normalshok is evident. The gas whih moves through the oblique shoks emerges with apositive veloity. It ontinues to move with this veloity around the shok foot, untilit is stagnated by the shoks at the tail end of the shok foot. This �gure seems tosuggest that, although gas is projeted around the shok foot by the oblique shoks,any sustained jetting of the gas would be limited by the shoks at the tail end of
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Figure 7.37: Contours of pressure in the region of the reeted shok interation withthe boundary layer.the shok foot. The gas near the entreline of the tube has a positive veloity dueto the inuene of the gas from the oblique shoks, but this gas is also stagnated bythe tail end shoks.
Figure 7.38: Contours of axial veloity in the region of the reeted shok interationwith the boundary layer.The normal segment of the reeted shok is urved aross the radius of the tube.This is due to the gradient of pressure on the downstream (towards the nozzle) sidethe shok. This gradient results from inuene of the lower pressure gas whihemerges from the oblique shoks.Comparison of the Simulated and Experimental InterationThe e�et of the interation between the reeted shok and the boundary layeris evident in the experimentally reorded supply pressure transduer traes. Theleading arm of the lambda shok and the boundary layer material at the foot of theshok pass over the supply pressure transduer as they move upstream. The initialsharp rise in pressure is due to the passage of the leading arm of the lambda shokfoot. Following this there is a gradual rise in pressure through the material in theshok foot to the post shok pressure level.Figure 7.39 shows supply pressure transduer traes in the region of the inter-ation proess. The Helium driving Nitrogen ase simulations are shown, assuminglaminar boundary layers on the left and with turbulent boundary layers on the right.Both the simulated and experimental pressure trae are shown for omparison.



7.3 Disussion of the Simulation Results 237
 0

 0.5

 1

 1.5

 2

 2.5

 3

 3.5

 4

 4.5

 5

 0  0.2  0.4  0.6  0.8  1

St
at

ic
 P

re
ss

ur
e 

(M
Pa

)

Time (ms)

Experiment
Laminar Simulation

 0

 0.5

 1

 1.5

 2

 2.5

 3

 3.5

 4

 4.5

 0  0.2  0.4  0.6  0.8  1

St
at

ic
 P

re
ss

ur
e 

(M
Pa

)

Time (ms)

Experiment
Turbulent SimulationFigure 7.39: Supply pressure transduer traes in the region of the interation betweenthe reeted shok and the boundary layer. The period of time for whih the shok footis passing over the transduer is labelled on the �gure. The Helium driving Nitrogen aseis shown, with the laminar simulation shown on the left and the turbulent ase shown onthe right. The experimental and simulated traes are shown.It an be seen in the pressure pro�le obtained using the simulation that assumeslaminar boundary layers, that the boundary layer is not thik enough to ausesigni�ant bifuration of the foot of the reeted shok. The laminar has a sharppro�le with the pressure rising rapidly to the post shok pressure. This indiates thatinsuÆient boundary layer material has been entrained at the foot of the shok. Theover-estimation of the �nal shok pressure that is evident in the trae is unrelatedto these aspets of the boundary layer interation proess.In the trae from the turbulent simulation, the same sharp in rise resulting fromthe passage of the front arm of the lambda shok is evident; however, it is thenfollowed by a sharp plateaued pro�le through the material at the foot of the shok,rather than the gradual rise in the experimental trae. This di�erene is aused bya di�erene in the pressure pro�le through the material in the foot of the shok.The Baldwin-Lomax eddy visosity model [11℄ adds a omponent onto the visosityto aount for the turbulent utuations near the walls. This inreased visosityauses the boundary layers to be muh thiker and, as a result, a thiker layer ofgas annot ross the normal shok, instead building up at the shok foot.Despite the large deviations in the pressure traes, there are aspets of the in-teration proess that are reprodued muh more aurately with the turbulentsimulations. The pressure histories are reorded, in both the simulation and exper-iment, inside the boundary layer. This makes this trae partiularly suseptible tothe details of this interation proess and to the properties of the gas inside theshok foot. Even though the simulated pressure trae diverges from the experimen-tal trae for the period while the foot material is passing over the transduer, thereis still signi�ant support given to the simulation being an aurate representation



238 Simulations of the Drummond Tunnel Failityof the ow:1. the duration for whih the shok foot passes over the transduer is auratelypredited by the simulation2. the pressures before and after interation are predited aurately.This di�erene in the traes is also evident in the literature, as was shown in Se-tion 3.3. No simulations in the literature show a gradual rise in pressure throughthe shok foot material and all simulations show the same type of plateaued pro�leseen in these simulations.The e�et of the 5mm width of the pressure transduer was investigated by usingmultiple history ells, overing the width of the transduer, in a simulation. Thevalues from these history ells were averaged to obtain an average value for the areaof the gauge. This had very little e�et on the pressure trae.An error in mounting height ould also ause inauray in reording the pressuretrae. The mounting of the transduer was inspeted and was found to have beenmounted with a �ne tolerane, making it unlikely that mounting height would havean inuene on the trae.The response time of the transduer was estimated to be of the order of 2�s[211, 54℄. This is unlikely to be responsible for an inaurate pro�le of pressurethrough the shok foot as this takes a total of 250�s to pass the transduer.E�et of Turbulene on the InterationAs was disussed in Setion 2.1.3, the boundary layers on the shok tube wallsare almost ompletely turbulent. Turbulene in the boundary layers It is knownfrom other experimental studies, inluding the original paper on this proess byMark [141℄, that the interation hanges signi�antly with transition in the bound-ary layer; this was disussed in Setion 2.1.6. It is believed that the di�erenesobserved between the experimental and simulated wall pressure pro�les are ausedby approximations regarding the simulation of turbulene.The simulations solve the Reynolds Averaged Navier-Stokes (RANS) equations.These equations time average the uid motion, removing any motion in the owresulting from turbulent utuations. This is an important aspet of simulations,meaning that turbulent utuations in the boundary layers are not diretly inludedin the simulations. The real turbulent boundary layer is omposed of utuatingturbulent eddies. Figure 2.6 demonstrates the magnitude of these utuations thatwould be expeted. These turbulent eddies would enter the shok foot in an un-steady manner, unlike with the laminar boundary layer material. The additional



7.3 Disussion of the Simulation Results 239energy that these eddies arry may even allow boundary layer material to ross theshok intermittently. Comparison between the simulated and experimental pressuretraes shows that the amount of material in the shok foot is predited aurately;however, it is likely that the turbulent utuations in the boundary layer would havea signi�ant e�et of the properties of the gas in the shok foot. With turbulentboundary layer material entering the shok foot, the shok foot would be unsteady,and the resulting pro�le of pressure through this shok foot would, in detail, bedi�erent to that predited by a simulation assuming a thik, but steady boundarylayer.In addition to the RANS approximation, the movement of gases in the simula-tions are restrited by the imposed axisymmetry, whih does not allow any out ofplane motion of the gases. At later times, large vorties are seen to be generatedby the reeted shok interation proess. In the real ow these vorties woulddegenerate into turbulene through the proess of vortex strething.Sequene of the InterationFigure 7.40 shows a sequene of numerial shlieren frames of the ow in the regionof the ow in whih the interation of the reeted shok with the boundary layeris ourring. These frames follow on from the sequene of shok reetion proessin Figures 7.34 and 7.35.In the �rst frame of the sequene, material an be seen building up at the footof the reeted shok almost immediately. As the reeted shok moves upstream,additional material builds up at the shok foot. The length of the separated regionan be seen to inrease along through the sequene. At later times vorties an beseen to be shed from the entrained material at the foot of the reeted shok. Thesevorties are shed as the mass reahes some ritial level.
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2760 µs growing boundary layer profile

2800 µs

2840 µs

2880 µs first arm of lambda shock

2920 µs

2960 µs second arm of lambda shock

3000 µs fluctuations along wall

3040 µs pseudo shock train

Figure 7.40: Sequene of numerial Shlieren images showing the interation of the re-eted shok with the boundary layer. The Helium driver ase is onsidered. The framesstart 2.760ms after the arrival of the inident shok at the supply pressure transduer andare at 40�s intervals.



7.3 Disussion of the Simulation Results 241Inuene of the Shok Reetion ProessThe size of the interation region reorded by the pressure traes is signi�antlydi�erent between the blanked end and the Mah 4 nozzle ases (with the Nitrogendriver). This di�erene is evident in both the experimental and simulated traes,in Figure 7.41 Apart from the detail of the pressure rise through the region, thesimulations reprodue other important aspets of the experimental traes.
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Turbulent SimulationFigure 7.41: Supply pressure transduer traes for the Nitrogen driving Nitrogen aseswith the blanked shok tube end (left) and the Mah 4 nozzle (right). The experimentaland simulated traes are shown. The traes are foused on the region in whih the shokboundary layer interation is evident.This is a signi�ant result sine the operating onditions are almost idential andso must result from the geometry di�erenes. The shok reetion in the blankedend ase is simple; however, in the nozzle ase the reetion is ompliated andthe reeted shok is oaleses from at least three reetions of the shok fromthe nozzle surfae. This shok formation ours as the boundary layer interationproess has already begun. The reetion proess from the nozzle surfae is shownin Figures 7.34 and 7.35. Another di�erene aused by the geometry is the ow ofmaterial over the struture as the test gas is expanded through the nozzle mouth.This means that the ow, and the boundary layer with it, is expanded towards thenozzle, inreasing the rate of ow into, and over, the shok foot. In addition tothese di�erenes, the distane that the reeted shok has travelled upstream beforeit reahes the transduer is greater in the Mah 4 nozzle ase.Figure 7.42 shows numerial Shlieren images of the interation of the reetedshok with the boundary layer. The interation resulting from reetion from theblanked end is shown on the top and resulting from reetion from the nozzle isshown on the bottom. The separation length is slightly shorter for the blanked endase. This does not ompletely aount for the di�erene in the traes observedin Figure 7.41. The reeted shok travels upstream at least 10% faster in the



242 Simulations of the Drummond Tunnel Failityblanked end ase. This is believed be a result of the ow of material into the nozzlenot ourring in the blanked end ase. The ombination of the inreased shokspeed and the slightly shorted separation distane is responsible for the di�erenesobserved in Figure 7.41.
reflection from the blanked end

reflection from the nozzle

Figure 7.42: Comparison of numerial shlieren ontour plots omparing the interationof the reeted shok with the boundary layer following the reetion of the shok fromthe blanked shok tube end (top) and the nozzle (bottom)



7.3 Disussion of the Simulation Results 243E�et of Mesh ResolutionFigure 7.43 shows frames from the oarse, medium and �ne meshes, demonstratingthe e�et of mesh re�nement on the interation proess. These frames are from theHelium driving Nitrogen ase. Comparison of these frames shows that there are nosigni�ant di�erenes in the harateristis of the ow. As expeted, sharper imagesare produed with the medium and �ne meshes.
coarse mesh resolution

medium mesh resolution

fine mesh resolution

Figure 7.43: The e�et of the mesh resolution on the modelling of the interation of thereeted shok with the boundary layer. Numerial Shlieren images are shown, omparingthe simulated ow for the oarse (top), medium (middle) and �ne (bottom) meshes. Theframes are shown at 300�s



244 Simulations of the Drummond Tunnel Faility7.3.5 Jetting of Gas Through the Reeted ShokThe jetting of gas through the bifurated foot of the reeted shok is an importantfeature of the operation of a shok tunnel. This proess results in the introdutionof signi�ant noise into the test ow and plays a role in the ontamination of thetest ow with driver gas. Sudani and Hornung [228℄ state: \It is widely aeptedthat the driver gas (normally Helium or a mixture of Helium and Argon) passingthrough the bifurated foot of the reeted shok auses early ontamination of thetest gas in the reservoir ondition".It is known, from soures in the literature and from this study, suh as Fig-ure 7.38, that the gas passes through the oblique shoks at the foot of the shokwith a higher axial veloity than the gas moving along the entre of the tube, throughthe normal shok. The degree of sustained jetting of gas annot be determined di-retly from these soures, and the onlusions reahed in the past, on the degree ofsustained jetting has largely been based on indiret evidene of the jetting, suh asstreamline plots.Temperature ontours, as used in the visualisation of the interation by Wilson,Sharma and Gillespie [247℄, are sensitive to the jetting of the test gas, before theontat surfae interation. In the �gures showing this interation, the jetting of gasshowing temperature di�erenes is shown, both before and after the ontat surfaeinteration. As a result the interation resulting from the arrival of the ontatsurfae is diÆult to distinguish from the previous jetting. Streamlines and vetors,as used by Weber, Oran, Boris and Anderson Jr. [240℄, are diÆult to interpretfor late time evolution of the transient ow �elds studied here. In addition, inmany previous studies, the generation of vortiity in the simulations will be under-estimated due to the planar ontat surfae pro�le used in those simulations.It is not ertain whether this jetting persists far past the shok struture, aswhen the gas passes behind the foot material, it passes through the oblique shoktrain and redues in speed. In order to provide a diret measure of the jetting ofdriver gas through the bifurated foot of the reeted shok, two strips of gas arossthe radius of the shok tube were tagged, one ahead of and one behind the reetedshok. These two strips of gas were then allowed to evolve in time as the reetedshok struture moves upstream. This part of the investigation does not inludethe interation of the reeted shok with the ontat surfae; it is only onernedwith the jetting of test gas material as the reeted shok moves through the testgas slug. The interation of the reeted shok with the ontat surfae, and itssubsequent e�et on the jetting of gas through the bifurated shok foot, will bedisussed later in Setion 7.3.7.



7.3 Disussion of the Simulation Results 245Sequene of the JettingFigures 7.44 and 7.45 show the sequene of the ow, starting with the reeted shokpart way moving upstream through the test gas slug. Numerial shlieren is shownin the upper half of the frame and the mass frations of the two tagged gases (inblue) is shown on the lower half the frame. This sequene is taken from one of thefull shok tunnel simulations of the Helium driving Nitrogen ase.The initial strips of gas an be seen in the �rst frame at 3000�s. The strips areslightly urved due to the body �tted mesh that they were aligned with.In the frame at 3020�s, the front strip an be seen to enter the shok struture.A slight relative movement of the gas that passes through the oblique shoks, tothe gas that passes through the normal shok is evident; however, as the framesprogress, no sustained jetting of any part of the strip is evident. By the frame at3140�s, the front strip of gas has ompletely passed through the shok strutureand has emerged from the pseudo shok train. The setion of the strip near the wallis slightly downstream of the rest of the strip, but there is little remaining jettingmotion.As the sequene progresses to later times, the movement of the wall gas towardsthe nozzle is largely driven by the ow of the test gas into the nozzle. The movementof the bak strip of gas is more strongly inuened by the drainage into the nozzlethan the front strip.In this simulation a slight relative movement of the gas near the wall, relative togas near the middle is evident; however, this is not a sustained jetting of the degreethat would ause this e�et to be responsible for driver gas ontamination. Thestart of the interation of the reeted shok with the ontat surfae is evident inthese frames. It will also be shown in Setion 7.3.7 that the generation of vortiityat the interation of the reeted shok with the ontat surfae ats to stop thejetting. These two observations mean that it is highly unlikely that jetting of gasthrough the shok foot is mainly responsible for driver gas ontamination.
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3000 µs front tag back tag

3020 µs reflected shock

3040 µs

3060 µs

3080 µs

3100 µs shock passed

3120 µs

3140 µs

Figure 7.44: Part one of the sequene of numerial Shlieren images (upper half of frames)and tagged mass frations (lower half of frames) showing the jetting of test gas aused bythe reeted shok with the boundary layer. Helium driver with the Mah 4 nozzle.
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3160 µs

3180 µs

3200 µs contact surface interaction

3220 µs effect of shock foot finished

3240 µs

3260 µs influence of nozzle flow

3280 µs

3300 µs

Figure 7.45: Part two of the sequene of numerial Shlieren images (upper half of frames)and tagged mass frations (lower half of frames) showing the jetting of test gas aused bythe reeted shok with the boundary layer. Helium driver with the Mah 4 nozzle.



248 Simulations of the Drummond Tunnel Faility7.3.6 Contat Surfae Evolution and CharateristisUnlike the shok, whih rapidly beomes planar, the ontat surfae is not inherentlystable and does not beome planar; the shape of the ontat surfae ontinues todeform as it propagates along the shok tube. This evolution is driven by visousdrag from the boundary layers and by its stability properties. The harateristis ofthe ontat surfae play an important role in simulations aiming to predit drivergas ontamination.E�et of Diaphragm RuptureThe ontat surfae evolution is driven initially by the rupture mehanis of theprimary diaphragm, as was disussed in Setion 7.3.1. In the diaphragm ruptureproess, the ontat surfae is repeatedly a�eted by transverse waves, depositingvortiity with eah pass. The resulting gradient in the veloity of the driver gasesaross the tube, with the gas near the wall moving signi�antly faster than gas nearthe entreline, auses an outward mixing motion at the ontat surfae. Both ofthese e�ets ombine to promote deformation at the ontat surfae.Figure 7.14 shows the experimentally reorded ontat surfae pro�le aross thetube with the iris based rupture model and Figure 7.13 shows the pro�le withoutthis model. The shape of the ontat surfae reorded by the heat ux rake showsthat it is more urved than would be aused by the boundary layer. If the ontatsurfae was inuened by only the boundary layers, then the pro�le aross the tubewould be rounded through the width of the boundary layers, with a planar pro�leaross the rest of the tube. This is not the pro�le that is reorded. It is the ombinedation of the initial deformation and the mixing along the tube that is believed toresult in the ontat surfae shape reorded in the experiments.Stability of the Contat SurfaeThe ow of test gas into the boundary layers on the walls of the shok tube an,under some onditions, ause the ontat surfae to aelerate as it moves alongthe length of the shok tube [207℄. It was shown for the two operating onditionsonsidered in this thesis, in Figures 7.6 and 7.19, that the ontat surfae aeleratesalong the length of the shok tube. This is true more for the Helium driving Nitrogenase.This aeleration means that the ontat surfae will be unstable, due the om-pressible form of the Rayleigh-Taylor instability, for ow on�gurations in whih thedensity of the driver gas is less than the density of the driven gas at the ontat



7.3 Disussion of the Simulation Results 249surfae [26℄. This has an e�et the same as a heavy gas being on top of a light gasunder a gravitational aeleration.Figure 7.46 shows pro�les of density along the shok tube entreline from theprimary diaphragm to past the inident shok for the Nitrogen driving Nitrogenase (left) and the Helium driving Nitrogen ase (right). These traes demonstratethat, although the Nitrogen driving Nitrogen ase has a higher density in the drivergas making it stable, the Helium driving Nitrogen ase has a disernible dereasein density aross the ontat surfae making it unstable as it progresses along thetube.
 0

 2

 4

 6

 8

 10

 12

 14

-3 -2.8 -2.6 -2.4 -2.2 -2 -1.8

C
en

tr
el

in
e 

D
en

si
ty

 (
kg

/m
3)

Distance Along Tube (m)

Centreline Density

 0.5

 1

 1.5

 2

 2.5

 3

 3.5

-3 -2.8 -2.6 -2.4 -2.2 -2 -1.8

C
en

tr
el

in
e 

D
en

si
ty

 (
kg

/m
3)

Distance Along Tube (m)

Centreline Density

Figure 7.46: Centreline density pro�le from the primary diaphragm (at -3.02m) to pastthe inident shok. The Nitrogen driving Nitrogen ase is shown on the left and the Heliumdriving Nitrogen ase is shown on the right.This instability is evident in the shape of the ontat surfae as it progresses alongthe tube. Figure 7.47 shows the resulting ontat surfae shape for the Nitrogendriving Nitrogen ase. The e�et of the diaphragm rupture mehanis on the ontatsurfae evolution is also shown in this �gure (as is disussed in Setion 7.3.1. It anbe seen that this ontat surfae is stable and it reahes a steady pro�le along thetube. This was suggested by the ombination of Figure 7.46 and Figure 7.5.Figure 7.48 shows the resulting ontat surfae shape for the Helium drivingNitrogen ase. It an be seen in this �gure that this ontat surfae is unstable,as was suggested by ombination of Figure 7.46 and Figure 7.18. The dense drivengas an be seen to be penetrating the light driver gas with the �ngers of heavy gasthat are harateristi of the Rayleigh-Taylor instability as the gas travels along thetube.The outward mixing motion aused by the diaphragm rupture model shows asimilar struture to the Rayleigh-Taylor instability. This makes the two e�ets dif-�ult to distinguish from one another; however, the relative levels of mixing evidentin Figures 7.48 and 7.47 demonstrate the two e�ets ourring in isolation.
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Figure 7.47: Contat surfae shape for the Nitrogen driving Nitrogen ase resulting fromthe ideal removal of the diaphragm (top) and the iris based diaphragm rupture model(bottom).

Figure 7.48: Contat surfae shape for the Helium driving Nitrogen ase resulting fromthe ideal removal of the diaphragm (top) and the iris based diaphragm rupture model(bottom).E�et of Mesh Re�nementIt is important to identify any mesh dependent behaviour of this development. Fig-ure 7.49 shows the resulting ontat surfae from the oarse (top), medium (middle)and �ne (bottom) meshes, for the Helium driving Nitrogen ase. As the mesh is re-�ned there is a notieable inrease in the level of mixing; however, the same generalharateristis are evident.Limitations of the SimulationThe ontat surfae deforms under the inuene of the diaphragm rupture (throughthe generation of vortiity and the radial veloity gradient), and under the inueneof drag from the boundary layers and its inherent stability or instability. Muh of thephysis leading to the harateristis of the ontat surfae are modelled; however,there are some important physial proesses, suh as free stream turbulene andmoleular di�usion that are not. It is believed that these e�ets may be responsiblefor the shape of the ontat surfae being too sharply de�ned.The experimental results indiate that there is more mixing at the ontat surfae
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Figure 7.49: E�et of mesh re�nement on the ontat surfae evolution and resultingshape. The oarse mesh is shown on the top, the medium mesh in the middle and the �nemesh on the bottom. The simulation of the Helium driving Nitrogen ase is used.than in the simulations. This di�erene between the simulation and experiment isevident in:1. the ontat surfae arrival measured by the rake of heat ux probes (evidentin the Nitrogen driving Nitrogen with the blanked end ase)2. the sharply de�ned arrival of tailoring waves at the pressure transduer (evi-dent in both Nitrogen driving Nitrogen ases)3. the heat ux gauge trae, whih indiates mixing of the ontat surfae bothforward and bakward from the position that it is loated in the simulation(evident in all ases)It was shown in Figure 7.14 that the simulations, inorporating the e�et ofthe diaphragm rupture mehanis, reprodued the mixing length at the ontatsurfae. The levels of mixing observed in the simulated ontat surfae would resultin the aeleration of mixing and the generation of turbulene. It has been observedexperimentally that the ontat surfae is predominantly a region of turbulene,engul�ng signi�ant parts of both the driver and driven gases [255℄. It is thereforereasonable to expet that the di�erenes observed in the shape of the ontat surfaeresult from the turbulent, mixed pro�le that would be present in the real shoktunnel, but result from the two physial proesses that are not modelled in thesimulation. Although the e�et of turbulene in the boundary layers is aountedfor by an eddy visosity model [11℄, no attempt has been made to aount forturbulene in the ore ow following the inident shok.



252 Simulations of the Drummond Tunnel FailitySequene of Images of the Contat SurfaeFigure 7.50 shows the evolution of the ontat surfae for the Nitrogen drivingNitrogen ase. It an be seen in this sequene that the evolution of the ontatsurfae is driven by the mixing initiated by diaphragm rupture. The outward motionimposed on the outer gas fores it forward along the tube wall. As this outer gaspushes forward, it folds bak on itself and ontinues to move forward as a loop ofgas. There is no indiation of further instability in the ontat surfae.Figure 7.51 shows the evolution of the ontat surfae for the Helium drivingNitrogen ase. In addition to the mixing aused by the diaphragm rupture model,the e�et of the Rayleigh-Taylor instability is evident in the evolution of this ontatsurfae. The outward ow of material resulting from the diaphragm rupture is notas de�ned as in the Nitrogen driving Nitrogen ase and the region of mixing is seento be dominated by the penetration of the heavy driven gas into the light driver gasalong the entreline.
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Figure 7.50: The evolution of the ontat surfae along the shok tube for the Nitrogendriving Nitrogen ase.
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Figure 7.51: The evolution of the ontat surfae along the shok tube for the Heliumdriving Nitrogen ase.



254 Simulations of the Drummond Tunnel Faility7.3.7 Simulations of Shok Contat Surfae InterationThe representation of the interation between the reeted shok and the ontatsurfae is ruial to the aurate simulation of a reeted shok tunnel. In addition toproduing tailoring waves and introduing utuations to the nozzle supply region,this interation proess an also result in the projetion of driver gas into the testow.The modelling of shok tunnels ited in the literature have only modelled theend of the shok tube. The assumptions resulting from only modelling part of afaility have a signi�ant e�et on these simulations. Figure 7.52 shows a shematirepresentation of the interation proess as it was modelled by Wilson, Sharma andGillespie [247℄. An important feature evident in this shemati is the representationof the ontat surfae as a planar, disontinuous interfae. Similar assumptionswere also made in other studies, suh as Chue and Eitelberg [45℄. The fous of thesesimulations were on the jetting of gas through the foot of the reeted shok andwere relatively unonerned with the harateristis of the ontat surfae.
Figure 7.52: Shemati representation of the interation proess as modelled by Wilsonet al. [247℄.The present simulations show an interation that ours between the evolvedontat surfae and the reeted shok following its interation with the boundarylayer. The ontat surfae shape is dependent on its initial properties, from therupture of the primary diaphragm, and its stability and resulting evolution alongthe shok tube, as was disussed in Setion 7.3.6. The harateristis of the reetedshok are a result of the failities operating onditions, the level of attenuationalong the shok tube, the reetion proess from the end of the shok tube and itsinteration with the boundary layer. The proess a�eting the reeted shok havebeen disussed throughout Setion 7.3.The further interation of the reeted shok with the ontat surfae an beharaterised as a form of the Rihtmyer-Meshkov instability [25℄. The ow followingthis interation is dominated by the e�ets of this instability. Its driving mehanisman be desribed in terms of the generation of vortiity at the interation.



7.3 Disussion of the Simulation Results 255The level of tailoring of the ontat surfae de�nes muh of how the interationof the ontat surfae with the reeted shok ours. The interation resultingfrom the two levels of tailoring simulated in this thesis, one over-tailored and theother roughly tailored, will be disussed separately.



256 Simulations of the Drummond Tunnel FailityOver-tailored InterationFigures 7.53, 7.54 and 7.55 show a sequene of the interation of the ontat surfaewith the reeted shok for the Nitrogen driving Nitrogen ase. Numerial Shlierenis shown in the upper half of the frames and mass-frations are shown in the lowerhalf of the frames (with driver gas in blue and driven gas in yellow). This interationis with the over-tailored ontat surfae.The �rst frames show the inident ontat surfae and the bifurated reetedshok. The e�et of the diaphragm rupture model has resulted in the shape ofthe ontat surfae. The interation begins at the instant of the seond frame, at4700�s. In these frames a series of vorties shed from the material at the foot ofthe reeted shok are evident. These vorties are shed before the ontat surfaeinteration begins.The driver gas moves predominantly through the oblique shoks near the shoktube walls. This is partly due to the shape of the ontat surfae, but this alsoours for simulations without the diaphragm rupture model and, therefore, withontat surfaes with more planar shapes. In the frame at 5000�s, the driver gasan be seen moving along the walls; however, this gas quikly moves bak in towardsthe entreline of the tube, as an be seen in the frame at 5200�s. This gas ontinuesto move along the entreline of the shok tube and towards the test ow.The generation of a strong vortex at the head of the driver gas an be seen toaelerate a some of the gas ahead of the main gas body. It has been observed bySudani and Hornung [228℄ that driver gas prematurely arrives in the test ow forover-tailored onditions in the T5 shok tunnel. This premature arrival is potentiallyaused by the same vortiity driven mehanism that is observed here. In the lastframe, at 6900�s, the main body of the driver gas is about to reah the nozzle. Bythis time, the driver gas aelerated by the strong vortex has been in the test owfor at least 0.5ms.This interation proess results in a omplex struture to the reeted shok as itmoves upstream through the driver gas. This shok struture has been desribed asthe pseudo shok train [144℄, and an be seen to be forming in the frame at 4800�s.The struture beomes very omplex through the frames up to 6100�s The late timeevolution of the ow would be dominated by turbulene.
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4600 µs contact surface

4700 µs reflected shock

4800 µs vortices shed from shock foot

4900 µs

5000 µs driver gas through shock foot

5100 µs

5200 µs

5300 µs over-tailored motion

Figure 7.53: Part one of the sequene of numerial Shlieren images (top) and Driver gasmass fration (bottom) showing the over-tailored interation of the reeted shok withthe ontat surfae. Nitrogen driving Nitrogen with the Mah 4 nozzle.
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Figure 7.54: Part two of the sequene of numerial Shlieren images (top) and Driver gasmass fration (bottom) showing the over-tailored interation of the reeted shok withthe ontat surfae. Nitrogen driving Nitrogen with the Mah 4 nozzle.
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Figure 7.55: Part three of the sequene of numerial Shlieren images (top) and Drivergas mass fration (bottom) showing the over-tailored interation of the reeted shokwith the ontat surfae. Nitrogen driving Nitrogen with the Mah 4 nozzle.



260 Simulations of the Drummond Tunnel FailityRoughly-Tailored InterationFigures 7.56, 7.57 and 7.58 show a sequene of the interation of the reeted shokwith the ontat surfae for the Helium driving Nitrogen ase. Numerial Shlierenis shown in the upper half of the frames and mass-frations are shown in the lowerhalf of the frames (with driver gas in blue and driven gas in yellow). This interationis with the roughly tailored ontat surfae.The �rst frame, at 3100�s, shows the inident ontat surfae and the reetedshok at the starting instant of their interation. The ontat surfae an be seento be signi�antly a�eted by its evolution through the shok tube. As with theover-tailored ase, the driver gas an be seen to move predominantly through theoblique shoks at the foot of the reeted shok. A vortex is shed from the shokfoot ahead of the ontat surfae.A signi�ant amount of vortiity is deposited in the ontat surfae as it movesthrough the reeted shok. When the reeted shok, laden with vortiity reahesthe trailing edge, the vortex spins up in the wake of the shok foot. The vortex ringis formed by the vortiity generated through the shok interation and is ontributedto by its formation in the wake of the upstream motion of the material in the shokfoot. The initial formation of this vortex is evident in the frames from 3240�sthrough 3400�s.The motion aused by this vortiity is in a diretion as to stop the jetting throughthe shok foot; this was also observed by Chue [43℄. This is a tailored ontat surfaeinteration and the driver gas does not ontinue to move downstream immediatelyfollowing this interation.A strong vortex is seen to be forming the head of the tailored driver gas. Itbeomes more de�ned as it is drawn towards the entreline of the shok tube andaelerates axially along the shok tube towards the nozzle and the test ow. Thisvortex moves along the shok tube entreline with onstant axial veloity throughthe frames from 3420�s to the end of the sequene. The rest of the gas is shown tobe stopped by the reeted shok, as would be expeted with the tailored mode ofoperation. Signi�ant vortial motion is also evident in this, otherwise stationary,gas. The vortex that was seen to be shed from the foot of the reeted shok anbe seen to move along the shok tube ahead of the driver gas vortex.This vortex and its e�et on ontamination of the test ow will be disussed inSetion 7.3.9, whih inludes a sequene of the motion of the driver gas followingthis sequene.As with the Nitrogen driving Nitrogen ase, the late time evolution of the owwould be dominated by turbulene.
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3100 µs
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3200 µs vortex shed from shock foot

3220 µs

3240 µs vorticity stops jetting

Figure 7.56: Part one of the sequene of numerial Shlieren images (top) and Drivergas mass fration (bottom) showing the tailored interation of the reeted shok with theontat surfae. The Helium driver ase simulation is used. The frames start at 3.10msand are at 20�s intervals.
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3260 µs

3280 µs

3300 µs driver gas tailored

3320 µs

3340 µs vortex rollup

3360 µs

3380 µs

3400 µs

Figure 7.57: Part two of the sequene of numerial Shlieren images (top) and Drivergas mass fration (bottom) showing the tailored interation of the reeted shok with theontat surfae. The Helium driver ase simulation is used. The frames start at 3.26msand are at 20�s intervals.
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3420 µs

3440 µs large vortex forms

3460 µs

3480 µs

3500 µs

3520 µs pseudo shock train

3540 µs

3560 µs vortex moves down axis

Figure 7.58: Part three of the sequene of numerial Shlieren images (top) and Drivergas mass fration (bottom) showing the tailored interation of the reeted shok with theontat surfae. The Helium driver ase simulation is used. The frames start at 3.42msand are at 20�s intervals.



264 Simulations of the Drummond Tunnel FailityE�et of Mesh Re�nementFigure 7.59 shows the e�et of mesh re�nement on the interation of the reetedshok with the ontat surfae. The oarse resolution mesh is shown on the top, themedium resolution mesh in the middle and the �ne resolution mesh on the bottom.The three frames are taken at the same time after the start of the simulation and,therefore, the three frames appear further in time as the mesh is re�ned, due tothe slightly higher shok speed along the shok tube. The same harateristisof the interation are evident in the three frames, but the interation appears toour loser to the nozzle for the oarser meshes. A similar ow �eld is evidentbetween the medium and �ne meshes supporting the assertion that the simulationof the interation on the �ne mesh has reahed mesh resolution independene. Animportant feature of these frames is that the strong vortex desribed in the previoussetion an be seen to form in all three ases; the vortex is in the early stages offormation in the oarse mesh frame.
coarse mesh resolution

medium mesh resolution

fine mesh resolution

Figure 7.59: E�et of mesh re�nement on the interation of the reeted shok with theontat surfae for the Helium driving Nitrogen ase. The oarse mesh is shown on thetop, the medium mesh in the middle and the �ne mesh on the bottom.



7.3 Disussion of the Simulation Results 265Generation of VortiityThe previous �gures showed that the evolution of the ow following the interation ofthe reeted shok with the ontat surfae is driven by the generation of vortiitythrough the interation. This vortiity is generated by the mis-alignment of thedensity gradients with the shok pressure gradients (the barolini torque). Thisproess was desribed in Chapter 6, and the barolini torque term, r� � rp=�2,was shown in Equation 6.1. The previous sequenes of the interation proesses shownumerial Shlieren in the upper halves of the frames. The numerial Shlieren isgenerated through the gradient of density, making it an indiator of where vortiitywill be generated by interation with the pressure gradient of the reeted shok.Figure 7.60, again shows a sequene tailored ontat surfae interation with thereeted shok. In this sequene, ontours of the barolini torque are shown in theupper half of the frames (in blak) and the ontours of the aumulated vortiityare shown in the upper half of the frames (in red). The sequene of images ofthese derived variables allows the driving mehanisms of this interation and of theRihtmyer-Meshkov instability to be illustrated.As the ontat surfae is deformed by the vortiity that is generated, and as thereeted shok moves through this gas, additional density and pressure gradientsare generated. These additional gradients interat with additional gradients andthe proess of vortiity generation is ampli�ed. The result of this is that the vor-tiity ontinues to build in magnitude as gas ontinues to ow into the interationregion. As the interation progresses, the regions of blak (where vortiity is beinggenerated) inrease rapidly. In the frame at 3340�s, the vortiity generation regionextends from the shok struture bak to head of the ontat surfae. The largeregions of red at this time are also evident in the lower half of the frames, inludingtwo strong vorties, one at the head of the ontat surfae and one downstream ofit. The vortex at the head of the ontat surfae eventually propagates downstreamand into the test setion, taking driver gas with it.
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3100 µs vorticity generated at shock

3160 µs vorticity as shear in boundary layer

3220 µs

3280 µs vortex shed

3340 µs

3400 µs

3460 µs contamination vortex

3520 µs

Figure 7.60: Sequene of the interation of the reeted shok with the ontat surfae.The frames show the barolini generation of vortiity (in blak on the top) and aumu-lated vortiity (in red on the bottom). The Helium driver ase simulation is used. Theframes start at 3.10ms and are at 60 �s intervals.



7.3 Disussion of the Simulation Results 2677.3.8 Nozzle Test FlowWith the omplete shok tunnel being simulated, the test ow an be reprodued.The nozzle test ow pitot pressure pro�les were shown in Setion 7.2. The pitotpressure traes indiate that the simulations aurately reprodue the test ow,inluding all of the transient features.Turbulene in the boundary layers on the walls of the nozzle have a signi�antimpat on the resulting test ows. As the ow is expanding through this region,the turbulent boundary layers inrease in size dramatially. Without the turbulenemodel, the under-predited boundary layer thikness means that, even with thepressure aurately predited in the nozzle supply region, the nozzle test ow pitotpressure will be lower than that measured in the experiments.Sequene of the Nozzle Start-upFigure 7.61 shows the nozzle startup sequene. This sequene shows ontours ofthe divergene of the veloity �eld. Numerial Shlieren ontours (whih were usedin previous sequenes) do not show the �eld throughout the expansion through thenozzle, beause the density gradients in the nozzle supply region are muh strongerthan in the test ow.The nozzle ow is initiated by the rupture of the seondary diaphragm, whihis removed ideally in the simulations. This rupture is triggered by the sharp rise inpressure at the arrival of the shok, and gas expands into the test setion followinga series of startup waves. These startup waves onsist of the primary shok, anupstream faing shok, a ontat surfae separating these two shoks, the upstreamhead of the unsteady expansion and the steady expansion bak to the nozzle throat[111℄. The startup proesses ourring in shok tunnel nozzles were �rst desribedby Smith [214℄. The proesses are also desribed in more detail in Jaobs and Stalker[111℄ and Lee [129℄.
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2700 µs

2720 µs

2740 µs

2760 µs

2780 µs

2800 µs

2820 µs

2840 µs

Figure 7.61: Part one of the sequene of nozzle startup. Contours of the divergene ofthe veloity are shown.
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2860 µs

2900 µs

2940 µs

2980 µs

Figure 7.62: Part two of the sequene of nozzle startup. Contours of the divergene ofthe veloity are shown.
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3020 µs

3060 µs

3100 µs

3140 µs

Figure 7.63: Part three of the sequene of nozzle startup. Contours of the divergene ofthe veloity are shown.



7.3 Disussion of the Simulation Results 271Test Flow Pro�lesFigure 7.64 shows simulated pro�les of test ow properties extrated 5mm down-stream from the nozzle exit plane during the test time. The pro�les are from theHelium driving Nitrogen ase simulation. The pro�le of Mah number shows thesteady pro�le of Mah 4 ow produed aross the ore ow. Two peaks in Mahnumber are evident in the expansion at the nozzle edge, the inner jump being theonial shoks shown leaving the nozzle in Figure 7.63. The pro�le of axial veloityshows small utuations aross the pro�le. In the pro�le of pressure the two steadyshoks that pass through the nozzle exit plane are evident.
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7.3 Disussion of the Simulation Results 2737.3.9 Driver Gas ContaminationOf the two experimental ases simulated, neither was ended by the arrival of drivergas in the test ow. Being a low-enthalpy faility, the Drummond Tunnel is lesssuseptible to driver gas ontamination than larger, high-enthalpy failities suhas the T4 shok tunnel. The faility, and the simulations performed in this the-sis, do provide a test-bed for investigating the mehanisms that lead to driver gasontamination. If the simulations an aurately predit the interation of the re-eted shok with the ontat surfae, then these simulations, provide a method ofprediting driver gas ontamination in reeted shok tunnels.Figures 7.56, 7.57 and 7.58 showed a sequene of the interation of the reetedshok with the ontat surfae. The mode of operation is roughly tailored; however,aeleration of driver gas towards the test ow is evident. Through the interationproess, a signi�ant amount of vortiity is generated at the head of the ontatsurfae. This resulted in the formation of a strong vortex, whih is drawn towardsthe shok tube entreline and aelerates axially along the shok tube. Figures 7.65and 7.66 ontinue this desription by showing a sequene of driver gas mass frationframes at later times. This sequene demonstrates the propagation of the vortexalong the axis of the shok tube and into the test ow. This vortex, arrying drivergas material, represents a novel driver gas ontamination mehanism that has notbeen noted in the literature. Even through the bifurated foot of the reeted shokplays a vital role in the generation of the vortex, this ontamination mehanism isdistint the jetting of driver gas through the shok foot desribed previously [228℄.
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3480 µs

3560 µs
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3720 µs

3800 µs

3880 µs
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Figure 7.65: Part one of the sequene of driver gas ontamination resulting from thevortex that was desribed in Setion 7.3.7. Driver gas mass fration ontours are shown,with the driver gas in blue and the test gas in yellow). Helium driver ase.
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4040 µs
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Figure 7.66: Part two of the sequene of driver gas ontamination resulting from thevortex that was desribed in Setion 7.3.7. Driver gas mass fration ontours are shown,with the driver gas in blue and the test gas in yellow). Helium driver ase.



276 Simulations of the Drummond Tunnel FailityFigure 7.67 quali�es the arrival of driver gas in the test ow. The nozzle exit pitotpressure is shown on the left and the driver gas mass fration over the equivalenttime is shown on the right. The duration of the test ow is evident in the pitotpressure trae. Throughout the test ow duration, the test ow is unontaminated(the test time is ended by the reeted expansion); however, some time followingthis the mass fration of Helium in the test ow rises to between 20 and 30%. Thislevel remains relatively onstant following the arrival of the vortex in the test ow.
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Figure 7.67: The arrival of driver gas in the simulated test ow for the Helium drivingNitrogen ase. The nozzle exit pitot pressure is shown on the left and the driver gas massfration over the equivalent time is shown on the right.The nozzle exit stagnation probe an be used as diret evidene of driver gasarriving in the test ow in the Nitrogen driving Nitrogen ase. This plot, whih isshown in Figure 7.16, shows a good omparison between the two, with the arrivalof the driver gas predited to within a 100�s. The harateristis of the ow inthis time are also predited well. This ase is over-tailored and so driver gas wouldbe expeted to arrive in the test ow; however, as noted by Sudani and Hornung[228℄ using experimental evidene obtained in the T5 shok tunnel, a form of drivergas ontamination is also experiened in over-tailored ases, with driver gas beingaelerated towards the test ow. This aeleration of some of the driver gas wasevident in sequene of the over-tailored interation shown in Figures 7.53, 7.54 and7.55. The auray to whih its arrival in the test ow is predited by this simulationprovides support to the assertion that the interation of the reeted shok withthe ontat surfae is being modelled aurately. No diret evidene of driver gasarriving in the test ow was measured experimentally in the Helium driver ase.The validity of the simulation of this interation proess and the resulting ow�eld is supported by the fat that the two important features in the interationare modelled as aurately as possible. These are the harateristis of the ontatsurfae, and the reeted shok following its interation with the boundary layer.



7.3 Disussion of the Simulation Results 277There is some onern over the auray of the ontat surfae before the interation.The ontat surfae in the Nitrogen driving Nitrogen ase ould not be reproduedaurately; however, the di�erenes were inuened by turbulene in the real ow,whih is not modelled. The ontat surfae was part of the way through a proessof reirulation and mixing, whih also inuened the results.The ontamination is driven by the vortiity generated at the interation ofthe reeted shok with the ontat surfae. The bifurated foot of the reetedshok, resulting from the interation of the reeted shok with the boundary layer,does ause some jetting of gas as the reeted shok moves through the test gas;however, this jetting eases as the reeted shok reahes the ontat surfae. Thisis beause, as was suggested by Chue and Eitelberg [45℄, the vortiity generated inthis interation ats against the jetting of gas. The vortiity ontinues to form asthe gas passes over the bak of the material being arried upstreamThe simulations disussed here have illustrated a new mehanism for driver gasontamination in shok tunnels, that ompliments the near wall jetting assoiatedwith the bifuration of the reeted shok.



278 Simulations of the Drummond Tunnel Faility7.3.10 Test Flow Noise LevelsThe mehanisms that result in the generation of noise our through the developmentof the ow. By modelling these proesses, these simulations provide the potential topredit the noise levels in the test ow aross a range of frequenies. Setion 2.1.10disussed the proesses that were expeted to ontribute to the generation of noise,both in front of and behind the ontat surfae.Signi�ant levels of noise were generated in the driver gas, predominantly fromthe oblique waves generated during the �nite opening time of the primary di-aphragm. Paull and Stalker [175℄ showed that the penetration of noise from thedriver gas into the test gas was limited by a suÆient inrease in sound speed arossthe ontat surfae.The e�et of noise propagation aross the ontat surfae is evident in thesesimulations. For the Nitrogen driving Nitrogen ase, the hange in sound speedaross the ontat surfae is suÆient to prevent noise in the driver gas from enteringthe driven gas. In the traes ,from both the supply pressure transduer and thenozzle exit pitot pressure probe, the arrival of the driver gas is evident in a signi�antinrease in utuations. This inrease in noise is evident in both the experiment andthe simulations. In the Helium driving Nitrogen ase, hange in sound speed arossthe ontat surfae does not prevent noise from rossing the ontat surfae. It isbelieved that noise from the driver gas enters the driven gas as the ontat surfaepropagates along the shok tube. Flutuations are evident in the test gas. Theseutuations remain at relatively the same level as the driver gas arrives at the twotransduers.The noise generated by the growth of the boundary layer an be visualised usingthe divergene of the veloity �eld in the region around the boundary layer. Contoursof the divergene of the veloity �eld are shown in Figure 7.68. Several regularpatterns of waves an be seen propagating in the region behind the shok, alongwith some regularly spaed spikes in ow whih are numerial remnants from thepassage of the shok between blok boundaries. The boundary layers in the failityrapidly undergo transition to turbulene. Noise is generated from the turbulentutuations; however, these utuations are not modelled in these simulations.The shok reetion and interation proesses have a signi�ant e�et on noisegeneration. This noise an be seen in the numerial Shlieren frames in the sequenesof these proesses throughout Setion 7.3. As the reeted shok proesses areourring, utuations in density an be seen in the numial Shlieren frames. Someof these utuations an be seen to propagate into the test ow. As signi�antproportion of these utuations propagate along the shok tube walls.



7.3 Disussion of the Simulation Results 279
Figure 7.68: Divergene of the veloity �eld in the shok tube around the growing bound-ary layer. The transverse waves generated by the boundary layer growth are evident inthe ow.Simulations of a omplete faility provide a method of estimating the e�et ofnoise and simulating its e�et on experimental results. The level of noise in shoktunnel test ows is diÆult to estimate by analytial means. Adam and Hornung[1℄ showed that there is no lear relationship between transition Reynolds number,and therefore noise levels, and reservoir enthalpy. DiÆult to impose noise levels ina simulation without generating noise throughout the ow.Some potentially relevant noise generating proesses have not been simulated.The iris based model of diaphragm rupture does not take into aount the defor-mation and fragmentation of the diaphragm material. The turbulent eddies on thewall of the nozzle are known to have a signi�ant e�et on the noise levels measuredin the test ow. These turbulent motions are not modelled in these simulation; onlythe inrease in boundary layer thikness resulting from the turbulene is taken intoaount. The e�et of free stream turbulene is not simulated. In addition, thepropagation of high frequenies of noise is limited by the mesh.Measurement of Flutuations in the Test FlowFigure 7.69 shows the simulated and experimental pitot pressure at the nozzle exitfor the Helium driving Nitrogen ase. The experimental trae is shown on the leftand the simulated trae is shown on the right. The utuations in the Helium driverase are important beause the pitot probe used in these experiments utilized a highbandwidth on�guration (with a resonane of around 230 kHz), whereas in the N2driver experiments the pitot probe was proteted from the ow with a pneumatiavity (with a resonane of around 10 kHz). Restriting attention to frequeniesbetween 10 and 50 kHz, the measured RMS utuation in the He driver ase is1.4% over the period from about 0.5 to 1ms on the time sale in the �gure.The simulation yields RMS pitot pressure utuations of 1.2% over the sameperiod and frequeny band. This result suggests that, in this ase, the dominantsoure of the measured pitot pressure utuations is within the shok tube ratherthan noise radiating from the nozzle boundary layers sine the ontribution of tur-



280 Simulations of the Drummond Tunnel Failitybulene in the nozzle boundary layers is not modelled in these simulations. It isknown that in this ase, from the relative levels of noise in the driver and the drivengas, and from the aousti harateristis of the ontat surfae, that noise from thedriver gas enters the driven gas. This is likely to make a signi�ant ontribution tothese measured noise levels.

Figure 7.69: Flutuations in pitot pressure measured in the test ow. The experimentallymeasured utuations are shown on the left and the utuations measured in the simulatedtest ow are shown on the right.



C H A P T E R 8

Conlusions
The primary motivation for this thesis was the development of numerial simulationsof a reeted shok tunnel for the purpose of providing a better understanding ofshok tunnel ows. A multi-blok Navier-Stokes ode, MB CNS, was used in thesimulations. Measurements reorded during a set of physial experiments were usedfor alibration and validation of the simulations. The following setions disuss theoutomes of this thesis.Modelling and ValidationThe Drummond Tunnel is a relatively low-enthalpy shok tunnel operated at TheUniversity of Queensland. In this thesis, simulations of the Drummond Tunnel aredeveloped and these simulations are used to investigate the ow through the fail-ity. The simulations assumed axisymmetri ow and used omputational meshesovering the omplete shok tunnel, from the driver setion to the dump tank. Bymodelling the omplete faility, some of the assumptions required by other simu-lation approahes have been removed, allowing a more omplete desription of theow development. The use of an axisymmetri mesh preluded fully three dimen-sional motion, but still allowed the simulation of many of the omplex, non-idealproesses that our during the operation of a reeted shok tunnel. The simula-tions inluded a model of the e�et that the rupturing primary diaphragm has onthe ow and assumed an ideally rupturing seondary diaphragm. An over-tailoredand a roughly tailored mode of operation was investigated.The simulations of shok bubble interation disussed in Chapter 6 demonstratethe apability of the numerial tehniques used in MB CNS to aurately model theshok indued instability and deformation of a ontat surfae separating di�erentgases. This provides support for the validity of the simulations used in the shoktunnel modelling in Chapter 7. The simulations of the Drummond Tunnel show thatinstabilities in the ontat surfae, separating the driver gas from the driven gas,play an important role in shok tunnel operation. These instabilities are dependent



282 Conlusionson the harateristis of the ow as it evolves throughout the faility.The validation of the simulations with experimental measurements is an impor-tant aspet of this study. Given that the simulations are provided with only theinitial operating onditions used in the shok tunnel, the reprodution of the ex-perimental measurements by the simulations provides strong support for the overallvalidity of the simulations. Experimental measurements are made inside the bound-ary layer, at an axial position lose to the loation of the interation of the reetedshok with the ontat surfae. The omparisons with the experimental results are,therefore, sensitive to the auray of the simulations.The Baldwin-Lomax eddy visosity model [11℄ was shown to be e�etive in thesimulation of shok tunnel ows. Signi�ant improvements in the reprodution of theexperimental traes, resulting from the implementation of the model, were demon-strated in Setion 7.2. The Baldwin-Lomaxmodel is an inomplete turbulene modeland requires that ertain parameters be alibrated for the ow onditions being sim-ulated. This required prior knowledge of the ow and a signi�ant amount of workin alibrating the oeÆients. The values of two oeÆients that are ommonlymodi�ed, Cp and Ckleb, were obtained from their dependene on Mah number, asdesribed in Kim, Harlo� and Sverdup [121℄. The original oeÆients used in themodel were found to be inompatible with the shok tunnel simulations, and anadditional modi�ation to the model, through the Karman onstant, was requiredin order to reprodue the experimental results in the simulations.Along with the Baldwin-Lomax model, not knowing the initial temperature ofthe driver gas meant that the simulations were not fully preditive and requiredprior knowledge of the ow in the form of the experimental traes. Future workin this area would bene�t from the implementation of a more omplete turbulenemodel, suh as the one equation Spalart-Allmaras model [217℄.Smoothed Partile HydrodynamisThe Smoothed Partile Hydrodynamis (SPH) tehnique [137, 78℄ was investigatedfor advantages that it may provide in the simulation of shok tunnel ows. BeingLagrangian in nature, the tehnique provides a more natural treatment of onvetinguid interfaes.A CFD ode based on the SPH tehnique was developed and applied to a numberof test ases. Through the development of the SPH ode and its implementationin the test ases, signi�ant limitations were disovered that make the tehniqueunsuitable for the modelling of shok tunnel ows. These limitations inluded itstreatment of solid boundaries, diÆulties in aurately speifying initial onditions



Conlusions 283and the problem of partile penetration through the uid interfaes. In addition,the tehnique is limited by its relatively low resolution, whih is a result of itsrequirement for the use of an arti�ial visosity. The limitations identi�ed in thetehnique, and its implementation, meant that the development of the SPH ode forshok tunnel simulation was disontinued.Parallel ComputingIn the past, simulations of reeted shok tunnels have been limited, by the availableomputational power, to simulating only the end of the shok tube [206, 240, 45℄.The use of parallel omputation in this thesis has allowed the extension of the sim-ulation of shok tunnels to a omplete faility on an axisymmetri mesh. MB CNSutilises a multi-blok solution proedure in order to exploit parallelism. The ow�eld an be solved separately in eah of these bloks, requiring information to beshared only at the blok boundaries at the end of eah time step.Two versions of MB CNS have been developed, one using shared memory and theother distributed memory. The shared memory version of MB CNS, using OpenMP,was developed from an earlier Power C version. The simulations desribed in thisthesis, both in Chapter 6 and 7, used the OpenMP version of MB CNS with fourthreads. The OpenMP version is simple, sine all ow data an be read from theshared memory spae, and is eÆient; however, it requires speial shared memoryhardware to run and is limited to four proessors on the APAC National Faility.The Message Passing Interfae (MPI) parallel version of MB CNS has also beendeveloped. This version solves eah of the ow-�eld bloks in a separate memoryspae and so the blok boundaries must be transferred between the bloks expliitlyin the ode. This version of MB CNS was not used signi�antly in the simulations ofdesribed in this thesis; however, it is important for the extension of the simulationsin this thesis to large sale, high-enthalpy failities, where the modelling of �nite-rate hemistry will add signi�antly to the omputational work. This version allowsMB CNS to be run in parallel on Beowulf workstation lusters [223℄.The OpenMP version was found to be eÆient and preditable in performaneaross the range of simulation sizes onsidered. The MPI version was shown to pro-vide unaeptable levels of eÆieny in the small diagnosti simulations; however,this version is aimed at the type of large sale simulations to whih this form of par-allelism is more suited. The SPH tehnique is naturally parallel and its performanein parallel is investigated in detail in Appendix A.



284 ConlusionsDriver Gas ContaminationThrough the investigation of the simulated ow �elds, a previously unobserved meh-anism for the premature ontamination of the test ow with driver gas was disov-ered. This ontamination mehanism is driven by the generation of vortiity in theontat surfae through its interation with the reeted shok. Vortiity is gener-ated as the density gradient at the ontat surfae passes through the oblique shoksthat form the bifurated foot of the reeted shok. This means that the interationof the reeted shok with the boundary layer, and the resulting shok bifuration,is an important aspet of the observed ontamination mehanism. The vortiity isgenerated through the barolini torque that exists where gradients of density aremis-aligned with gradients of pressure. The vortiity subsequently rolls up to forma strong vortex at the head of the ontat surfae. Drawn in towards the enterline,the vortex aelerates downstream along the axis of the shok tube. Driver gasarried along by the vortex, reahes the nozzle and ontaminates the test ow. Thevortiity driven ontamination of the test ow was observed in the simulations forboth the tailored and over-tailored operating onditions. In the over-tailored ase,the premature arrival of driver gas in the test ow was veri�ed with the experimentmeasurements.Previous numerial studies of driver gas ontamination have desribed the jet-ting of driver gas through the bifurated foot of the reeted shok, and along theshok tube wall, as the driving mehanism from the ontamination [206, 240℄. Thesimulations performed in this thesis have shown that, although some relative move-ment of gas through the reeted shok foot is evident, it is not suÆient to beresponsible for jetting driver gas into the test ow. In addition to this, it has beenshown that the vortiity generated at the ontat surfae ats to prevent this gasjetting as soon as the reeted shok reahes the driver gas; this was also observedby Chue and Eitelberg [45℄. The new observations made in this thesis are enabled bythe simulation of the omplete faility, whih inludes an evolving ontat surfaethat is signi�antly distorted by the time it enounters the reeted shok. Theresulting ontamination mehanism transports the driver gas along the shok tubeentreline. This may explain why methods previously aimed at preventing driver gasmoving along the shok tube walls from reahing the test ow have been sometimesunsuessful [228℄.Test Flow Noise LevelsThe present simulations have the potential to investigate the mehanisms that ausethe noise experiened in the test ows of shok tunnel failities. These noise levels are



Conlusions 285often an order of magnitude larger than those experiened in the ight environment[202℄. This means that investigation, both of the mehanisms that generate thenoise, and the e�et that the noise has on experimentation are important areas ofshok tunnel researh.Noise is generated through various proesses ourring in operation of the shoktunnel, inluding the rupture of the primary diaphragm, the growth of boundarylayers, shok reetion, and the interation of the reeted shok with the boundarylayers and the ontat surfae. Many of the proesses leading to the generation ofnoise are modelled in the simulations desribed in this thesis, and the numerialShlieren images in the sequenes shown in Chapter 7 demonstrate the generationof utuations in the shok tube and propagation of these utuations into the testow.The noise levels were measured in the test ow pitot pressure during the experi-ments onduted by Dr. D. R. Buttsworth in the Drummond Tunnel. The magnitudeof utuations, at frequenies between 10 and 50 kHz, in the nozzle exit ow wasaurately reprodued by the simulations. This demonstrates the potential of thesesimulations in reproduing the mehanisms that lead to these high noise levels.Limitations of the ModellingThe simulations are thought to provide a realisti representation of the ow throughthe omplete shok tunnel. Comparisons between the simulated ow and the ex-perimental measurements indiate that the two main limitations in the simulationsare assoiated with shok boundary layer interation and the representation of theontat surfae.Shok Boundary Layer Interation Turbulent motions are expeted to play animportant role in the interation of the reeted shok with the turbulentboundary layer. The pressure pro�les measured through this interation inthe experiments were di�erent from those measured in the simulations. Theboundary layers modelled in the simulations are steady approximations ofthe turbulent boundary layer and, in the simulated interation, material isallowed to build up steadily at the foot of the shok. In the real interation,the turbulent utuations in the boundary layer would result in an interationwith material rossing the reeted shok unsteadily. The material at the footof the shok is expeted to be highly turbulent.Representation of the Contat Surfae The representation of the ontat sur-fae is the most serious de�ieny of the simulated shok tunnel. Despite



286 Conlusionsmodelling the e�et of the primary diaphragm, the ow of material throughthe boundary layers and the resulting stability properties of the ontat sur-fae, the level of mixing and di�usion at the real ontat surfae was notreprodued in the simulations. This was thought to be aused by di�usionand turbulent mixing not being inluded in the simulations. De�ienies inthe representation of the ontat surfae were evident in the sharply de�nedtailoring waves and the inorret ontat surfae harateristis reorded atthe loations of the shok tube heat ux rake.In addition, turbulene in the free stream ow was not aounted for. TheReynolds-averaging of the ow and the axisymmetry imposed by the mesh preventturbulent utuations from being modelled in detail. The late time ow �eld wouldbe dominated by turbulene but, in the present axisymmetri simulations, the latetime vortex �eld is onstrained to be a series of oherent vortex rings.Future DevelopmentsThe simulations performed in this thesis have demonstrated the feasibility usingsimulations of a omplete shok tunnel to gain a better understanding of the owsthrough these failities. They have been able to reprodue experimental measure-ments with reasonable auray. Future studies of the numerial simulation of shoktunnels an improve on these simulations in some spei� areas.More omplete experimental data would be helpful. For example, in the simula-tions presented in this thesis the driver temperature was not known. Measurementsthat would otherwise be redundant would also be useful, as any measurements pro-vide important onstraints to the problem and an be used as validation.As was disussed earlier, the implementation of the Spalart-Allmaras turbulenemodel would be of bene�t in future simulations. The Baldwin-Lomax model is aninomplete turbulene model and, therefore, requires the alibration of oeÆientsusing knowledge of the ow.The most important improvement required in these simulations onerns therepresentation of the ontat surfae. Simulations using the Equilibrium InterfaeMethod (EIM) [140℄, have the potential to provide a better representation of thelevel of di�usion at the ontat surfae. Alternatively, a di�usion model in thesystem of equations solved by MB CNS ould be implemented.The eÆieny of the parallel versions of MB CNS is ritial to the extensionof these simulations to large sale failities. The eÆieny of the MPI version of



Conlusions 287MB CNS ould be improved by performing the inter-blok ommuniation onur-rently with some of the omputation. The solution of the ow in the interior ofbloks is not dependent on the blok boundaries and ould be performed whileboundary data is still being updated from the surrounding bloks.It has been assumed that the di�erenes observed between the experimental andsimulated measurements of the interation of the reeted shok with the boundarylayer are aused by the e�et of turbulent utuations, whih are not modelledin detail in the simulations. A detailed study of this interation proess, using anumerial tehnique that inluded these turbulent utuations, suh as Large EddySimulation (LES), ould provide a better understanding of this proess.Preventing Driver Gas ContaminationAttempts at preventing driver gas ontamination in the past have foused on thejetting of the gas through the foot of the reeted shok and along the wall. Methodsof preventing driver gas ontamination based on this assumption have been largelyunsuessful [228℄. The simulations desribed in this thesis provide a method ofbeing able to predit the premature arrival of driver gas in the test ow throughthe new ontamination mehanism observed. They therefore provide the means ofbeing able to ondut trials of methods aimed at driver gas ontamination.A new style of annular diaphragm has been designed as is being tested in theT4 shok tunnel at the University of Queensland. This diaphragm opens through aseries of holes drilled through a thik steel plate, resulting in a more even openingpro�le. This diaphragm has the potential to postpone driver gas ontamination bypreventing the jetting of driver gas along the walls of the shok tube, as is observedin the simulations in this thesis, or the jetting of driver gas along the entreline ofthe shok tube as was predited by Skinner [212℄.The use of `ookie utters' is ommon in experiments to remove unwanted owfrom the test setion. This type of devie ould be used to remove the ow aroundthe walls with the boundary layers, meaning that only the ore ow would passthrough to reet from the nozzle. The shok would reet into a muh smallerboundary layer, built up over the length of the ookie utter only, thus reduingthe reeted shok interation proesses that lead to the generation of noise andthe ontamination of the test ow with driver gas. The test gas material in theboundary layers is unsuitable for use in the test ow anyway.
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A P P E N D I X A

Performane of the Parallel SPH Code
This appendix will investigate the performane of the parallel implementations ofthe Smoothed Partile Hydrodynamis (SPH) ode. As well as analysing the e�etvarying parameters on the solution time diretly, the e�et of parallelism on the per-formane of the omputing hardware, suh as ahe memory, will also be analysed.Some of the simulations being run as part of the present study are all smaller thanwould neessarily be parallelised in pratie and so eÆienies are generally low.The sequential performane of a ode is dependent on how the ode is written,the eÆieny of the underlying mathematial algorithms used, the speed of theproessor, and how well the omputers memory is utilised. In ontrast, parallelperformane is dependent on many more fators, inluding: the bandwidth andlateny of the network onneting the proessors, the delay required for proessorsto be synhronised, the granularity of the parallelism and the relative amount of theode that must run sequentially. These additional fators make analysing parallelperformane omplex, requiring the onsideration of many di�erent aspets.Running CFD odes in parallel requires the optimisation of many parameters,one of these being the number of proessors to use for the simulation size. Thenumber of proessors is important as the parallel overhead, and therefore the paralleleÆieny is heavily dependent on the number used. The overhead is inreasedbeause of the inreased time required to synhronise larger numbers of proessorsworking in parallel; the dereased message size, and therefore, the more signi�ante�et of network lateny; and the inreased requirements on ommuniation. Usingmore proessors does, on the other hand, provide a larger potential speed-up andaess to proportionally larger data ahes and, on distributed memory mahines,total memory spae.In the SPH tehnique, when no algorithmi aeleration, suh as sorting the par-tiles into ells as desribed in Setion 3.2.1, is used, every partile, N , must aountfor every other partile in eah alulation. This means that the omputation time,t, is proportional to N2. When this is the ase, on a graph with logarithmi axes, theline representing the omputation time, t, versus the simulation size, N , will be a



Performane of the Parallel SPH Code 311straight line with a gradient of two. In ontrast, the saling using a hierarhial tree,for example, is: N log(N) and so, log(t) = log(N) + log(log(N)). The log(log(N))term an be negleted and the gradient of the line on the graph will approah one,for large N . The ell based sorting routine, redues the amount of omputationalwork from N2, but not with the same eÆieny as the hierarhial tree. This meansthat, for a partiular number of proessors, the slope of the line on the graph willbe expeted to be between one and two, depending on how optimally sized the ellsare for the number of partiles in the simulation.In order to investigate the performane of the parallel versions of the SPH ode,simulations varying in size from 6,250 partiles to 200,000 partiles were run. Thisrepresents a large range of simulation sizes suitable for two dimensional models. Thesimulations were run sequentially and using one, two, four and eight proessors inparallel using OpenMP, MPI and BSP. The atual libraries used in the tests aredisussed in Setion 5.1. The parallel versions of the ode will be ompared to thesequential version of the ode. The sequential version ontains no parallel onstrutsand is not spei�ally strutured for parallelism.The test simulations were run over a total of 150 time steps. Several setionsof omputation and ommuniation, along with three synhronisations are run eahtime step. The error resulting from using timing funtion alls in the program, andthose assoiated with the time and timex ommands are expeted to be small inomparison to the time sales of the measurements. Where neessary, espeially forshort tests, these results were averaged over several tests. The number of time stepslessens the e�et of start up e�ets.The two omputers used in the tests in this appendix, a previous omputer ofthe QPSF, an SGI Origin 2000, and the Beowulf workstation luster. The SGIOrigin 2000 was replaed by an SGI Origin 3400 and the Origin 3400 was used inthe performane tests of MB CNS in Chapter 5. The performane of the MPI basedode on the Origin 2000 and the Beowulf luster will be ompared. Given that theinteronnetion network on the Origin 2000 is signi�antly faster than that on theworkstation luster it would be pointless to do a diret omparison of their paralleleÆienies; however, a meaningful omparison an be provided by omparing theatual performane to the ideal performane of a partiular system.In the following plots, the slope of the line for the smallest simulations is sig-ni�antly lower than for the largest simulations. This is due to the inuene ofthe ell sizes being onstant aross all runs, regardless of the number of partilesused. With this algorithm, the size of the ells must be optimised for the numberof partiles in the simulation, or rather, the density of partiles. By not varying theell size, the sequential performane of the ode is preditable, and we will use this



312 Performane of the Parallel SPH Codeto gauge the performane of the parallel libraries, without variation from sequentialode optimisation.



Performane of the Parallel SPH Code 313A.0.11 Shared Memory (OpenMP)Table A.1 shows the run times for the OpenMP parallel SPH ode on the Origin2000 as well as the sequential performane on an R10000 proessor. This table showshow the run time is redued by running the ode in parallel as well as the salingof the ode's run time with the number of partiles. There is a ertain amount ofvariation in the timing data due to the use of shared proessors on the system andnetwork ontention; however, this should not a�et the trends as disussed earlier.Table A.1: Run times of the OpenMP parallel SPH ode on the Origin 2000 (in seonds).N Sequential Number of proessors1 2 4 86250 6.58 6.89 4.62 3.04 2.4412500 23.26 23.83 14.01 9.73 6.4425000 78.37 79.10 45.20 27.30 18.2250000 346.68 337.59 198.91 107.02 60.34100000 1352.76 1301.76 717.43 384.93 232.81200000 4805.65 4963.13 2672.26 1453.14 851.47These results are plotted in Figure A.1, showing the overall trends present inthe saling of the solution time with simulation size. The �gure shows that thesolution time using the OpenMP ode with a single proessor is lose to that of thesequential ode. Any overheads that do not diretly result from ommuniation ormulti-proessor synhronisation would show up in this omparison.The multiple proessor run times sale with the sequential times, with speedupsof 1.86, 3.41 and 5.83 for 2, 4 and 8 proessors respetively, for the largest simulationsize. These �gures show that, although the redution in solution time is quitegood, there are still signi�ant overheads present. In the ode used in the study,ommuniation is, ideally, transparent to the omputation so this is unlikely to bethe primary ause.The relative e�et that the overheads inurred by running the ode in parallelhave on the run time an be investigated by examining the parallel eÆieny, thatis the atual speedup, divided by the number of proessors. Figure A.2 shows theparallel eÆieny for the 1, 2, 4 and 8 proessor simulations.The eÆieny an be seen to inrease as the simulation size is inreased. Aswell as this, the eÆieny derease, for the same sized simulation, as the number ofproessors is inreased. For the largest simulation size, the eÆieny is 97%, 93%,85% and 73%, for 1, 2, 4, and 8 proessors respetively. This reets the derease in
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Figure A.1: Run times of the OpenMP parallel SPH ode on the SGI Origin 2000.eÆieny with inreasing proessors, aused by the ombined e�et of the dereasedrun time and the inreased amount of parallel overheads.On the Origin 2000, the speedshop libraries allows the developer to identifyindividual run times for parts of a program. Parts of the SPH ode were groupedas either parallel omputation, sequential omputation or parallel overhead.Figure A.3 shows the ontribution of the three omponents to the run time on theleft, and their relative proportions on the right. The left most graph shows howthe parallel run time is redued in proportion to the number of proessors, how thesequential run time stays onstant and the parallel overhead inreases. It appearsthat 98.2% of the sequential ode's run time is apable of running in parallel.On the Origin 2000, at ompiler optimisation levels of O3 or above (Ofast=ip27),funtion inlining and other optimisations make it diÆult to identify the parts of theprogram. For this reason the ode was ompiled with optimisation level O2 whih,it is hoped, provides a good indiation of the performane of the optimised ode.The OpenMP based ode performed well for the range of simulation sizes, witheÆieny inreasing with the simulation size. This means that it is suited to oarsergrained parallelism and it is antiipated that the eÆieny would further inreasefor larger simulations. The parallel overheads made up a very small part of the totalrun time.Although the OpenMP ode is still quite ineÆient, it is not our intention tospend a large amount of time optimisation. The OpenMP ode is useful as a baseline
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Figure A.2: Parallel eÆieny of the OpenMP parallel SPH ode on the SGI Origin 2000.
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Figure A.3: Parallel, sequential and overhead omponents of the solution time for theOpenMP parallel SPH ode on the Origin 2000.for what ould be ahieved with little oding e�ort using the shared memory modeland a speialised omputer.



316 Performane of the Parallel SPH CodeA.0.12 Message Passing Interfae (MPI)Table A.2 shows the run times for the MPI parallel SPH ode on the Origin 2000 aswell as the sequential performane on an R10000 proessor. Signi�ant overheadsare evident in the data, even when using a single proessor.Table A.2: Run times of the MPI parallel SPH ode on the Origin 2000 (in seonds).N Sequential Number of proessors1 2 4 86250 6.58 8.99 6.21 6.70 6.5412500 23.26 25.76 18.13 15.21 13.4325000 78.37 85.30 54.29 39.61 27.3950000 346.68 353.00 211.91 130.09 93.13100000 1352.76 1386.16 816.40 469.47 321.62200000 4805.65 5002.37 2683.61 1472.25 861.56These results are plotted in Figure A.4, showing the overall trends present in thesaling of the solution time with simulation size. The multiple proessor run timessale with the sequential times, with speedups of 1.79, 3.26 and 5.57 for 2, 4 and 8proessors respetively, for the largest simulation size.
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Figure A.4: Run times of the MPI parallel SPH ode on the SGI Origin 2000.Sine ommuniation must be performed separately to omputation in the MPIversion of the ode, signi�ant overheads may be expeted. Even when runningon a single proessor, parallel overheads still aount for between 4% to 10% of



Performane of the Parallel SPH Code 317the run time. This is expeted sine MPI olletive ommuniations require thata proess transfers data to itself, inurring ommuniation overheads even for asingle proessor run. In addition to this, overheads for synhronisation, as a part ofthe bloking ommuniation, and proess management would also be present. Theparallel eÆieny an be used to give a better piture of the e�et of these overheadsand is shown in Figure A.5.
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Figure A.5: Parallel eÆieny of the MPI parallel SPH ode on the SGI Origin 2000.Message passing is an ineÆient proess with the small grained parallelism. Send-ing small messages through the interonnetion network inreases the e�et of thesystem lateny, as lateny is independent of message size and, therefore, has a greatere�et on the total send time for the message. The eÆieny improves greatly as thenumber of partiles is inreased as would be expeted with the use of message pass-ing. The eÆienies reah 96%, 90%, 82% and 70% using 1, 2, 4 and 8 for the largestsimulation size. This also shows the derease in eÆieny with inreased number ofproessors. Although the simulations being run are quite small, the eÆienies arelow and an investigation of the omponents making up the solution time may showwhere the ineÆienies are being aused.On the Origin 2000, the speedshop libraries an be used to identify the ontri-bution of parts of a program to the run times. The parallel omputation, sequentialomputation and parallel overhead setions were grouped. The parallel overheadwas identi�ed by alls to the MPT libraries. Again, the ode was ompiled to opti-misation level O2 for these results to prevent inlining of funtions. Figure A.6 shows



318 Performane of the Parallel SPH Codethe ontribution of the three omponents to the run time on the left, and theirrelative proportions on the right.
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Figure A.6: Parallel, sequential and overhead omponents of the solution time for theMPI parallel SPH ode on the Origin 2000.The results obtained from speedshop were on�rmed by braketing setions ofthe ode by alls to the MPI ommand MPI Wtime() whih an be used to measureelapsed time between lines in a ode. These graphs show how the run time ofparallel setions of the ode is redued in proportion to the number of proessors,how the sequential run time stays onstant and the parallel overhead inreases withthe number of proessors. Sine ommuniation annot be performed onurrentlywith omputation with MPI, overheads make up a signi�ant proportion of the runtime, partiularly for large numbers of proessors; this an be seen in Figure A.6.As well as the extra work inurred through parallelisation and the e�et of non-parallelisable regions, another aspet of parallel exeution is the e�et of the paral-lelism on the ation of the individual proessors.The time spent in sequential regions of the ode and the time spent in parallelregions of the ode, when normalised by the number of proesses, should remainonstant as the number of proesses is inreased. Figure A.7 shows that these timesatually inrease. The time taken in the sequential regions dereases below that ofthe sequential ode for two and four proessors before inreasing bak above thesequential level for eight proessors. The normalised parallel times are are relativelyonstant, but are all above that for the sequential ode. The reasons for this omesfrom a number of ontributing fators and understanding their auses an enableimprovements to the performane of the parallel ode.The Origin 2000 ommand, perfex, an be used to study the ode behaviourin detail. A number of parameters assoiated with the alulation proess an beounted and displayed. Parameters of interest to us in partiular are those assoiated
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320 Performane of the Parallel SPH Codeohereny issues may still be a�eting performane.
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322 Performane of the Parallel SPH CodePentium III Based Beowulf ClusterAs with the Origin 2000, the performane of the MPI parallel version of the SPHode is examined on a Beowulf luster. In general, only one proessor of the two wasutilised at any time. In order to aess unused proessors, these seond proessorswere used on mahines that did not have more than one job running on them.This would work if the operating system would assign any new MPI proesses onthe seond proessor only, but this was not the ase as the number of proessorswas inreased. Trials were repeated on di�erent nodes of the system and produedonsistent results. Table A.3 shows the run times for the SPH ode on the Beowulfluster.Table A.3: Run times of the MPI parallel SPH ode on the Beowulf luster (in seonds)N Sequential Number of proessors1 2 4 86250 9.12 9.63 8.02 91.5012500 32.47 32.94 30.07 184.6225000 107.76 109.00 76.81 238.3050000 451.69 452.26 275.59 400.08 878.12100000 1745.01 1745.38 997.25 1094.47Simulations with 200,000 partiles were not run, neither were solutions using 8proessors for other that 50,000 partiles. These results are also presented in Fig-ure A.11. Overheads for the single proessor runs were negligible. The 2 proessorrun times saled relatively losely with the sequential ode, but improves in per-formane as the simulation size is inreased. The performane of the 4 proessorrun was very poor for the smaller simulations, but inreased dramatially as thesimulation size was inreasedFigure A.12 shows the parallel eÆieny for the MPI parallel runs on the luster.The eÆieny for the 2 proessor simulation is aeptable and inreased steadilyfrom 57% to 87% aross the range of simulation sizes tested. The eÆieny forthe 4 proessor simulation is very low, inreasing steadily from only 2% to 40%,aross the range of simulation sizes. A single point was reorded for the 8 proessorsolution time sine the parallel program did not appear to be running properly. Theoperating system funtion top showed that, for runs with four or eight proessors,the utilisation of the seond proessor, whih we aim at using, is below 5% whilethe job is running. This suggests that the problem lies with the operating system(Redhat Linux 7.0) not properly alloating the proesses aross the nodes on thesystem.
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Figure A.11: Run times of the MPI parallel SPH ode on the Beowulf luster.
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Figure A.12: Parallel eÆieny of the MPI parallel SPH ode on the SGI Origin 2000.



324 Performane of the Parallel SPH CodeA.0.13 Bulk Synhronous Parallel (BSP)Table A.4 shows the run times for the BSP parallel SPH ode on the Origin 2000 aswell as the sequential performane on an R10000 proessor. It an be seen in thistable how the run time is redued by running the ode in parallel, and how the runtime sales with simulation size for the sequential and the parallel runs.Table A.4: Run times of the BSP parallel SPH ode on the Origin 2000 (in seonds).N Sequential Number of proessors1 2 4 86250 6.58 7.41 5.45 6.03 7.0212500 23.26 23.65 16.60 14.16 15.3725000 78.37 84.78 51.19 39.46 36.4750000 346.68 339.30 205.88 132.13 102.60100000 1352.76 1335.47 758.78 501.29 301.17200000 4805.65 4914.91 2809.43 1611.27 1030.56These results are plotted in Figure A.13, showing the overall trends in the salingof the solution time. The solution time using the BSP ode with a single proessoris lose to that of the sequential ode. This is expeted sine, as well as otheroverheads not being present, the BSP ommuniation routine used does not requirethat a proess ommuniate with itself.
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Figure A.13: Run times of the BSP parallel SPH ode on the SGI Origin 2000.Although the performane for the multi-proessor runs on the smaller simulation



Performane of the Parallel SPH Code 325was quite bad, the relative run times inreased quikly as the simulation size wasinreased. The speedups for the largest simulation sizes were 1.71, 2.98 and 4.66 for2, 4 and 8 proessors respetively.The eÆieny of the BSP parallel ode is shown in Figure A.14. This �gure showsthat the eÆieny for the single proessor run utuate, but is relatively lose to one.The eÆieny drops markedly as the number of proessors is inreased; however, theeÆieny inreases steadily with simulation size. For the largest simulation size, theeÆieny reahes 98%, 86%, 75% and 58% for the 1, 2, 4 and 8 proessor runs.
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Figure A.14: Parallel eÆieny of the BSP parallel SPH ode on the SGI Origin 2000.The lak of an eÆient ommuniation routine, with all variables being trans-ferred to all proesses at the end of eah superstep, has probably meant that om-muniation has made a signi�ant ontribution to the parallel overheads.



326 Performane of the Parallel SPH CodeA.0.14 Comparing PerformaneThe parallel performane and eÆieny of the SPH ode using OpenMP, MPI andBSP on the SGI Origin 2000 an be ompared diretly. Table A.5 shows the runtimes for the three methods, using 4 proessors, for the range of simulation sizes.Table A.5: Comparison of parallel performane on the Origin 2000 with 4 proessors fora range of simulation sizes (in seonds).N OpenMP MPI BSP6250 3.04 6.70 6.0312500 9.73 15.21 14.1625000 27.30 39.61 39.4650000 107.02 130.09 132.13100000 384.93 469.47 501.29200000 1453.44 1472.25 1611.27These results are also plotted in Figure A.15. MPI and BSP, both being basedon message passing, perform roughly the same as eah other over the range ofsimulation sizes. They both perform badly for small simulations, sine messagepassing is less eÆient for small message sizes, suh as those with small simulations.OpenMP, being based on the shared memory model, is not as suseptible to latenyas message passing. Its performane is good for the whole range of simulation sizesused in the tests. The Origin 2000 was speially designed to take advantage ofOpenMP ode and good performane would be expeted.The performane of BSP is slightly better than for MPI, whih is primarily dueto the hoie of olletive ommuniation routines, rather than the performane ofthe libraries themselves; however, the Message Passing Toolkit (MPT) on the Origin2000 is spei�ally tuned for this arhiteture, so this would provide advantages overBSP, whih was not as tuned.Figure A.16 ompares parallel eÆieny between the methods, aross the rangeof simulation sizes, using four proessors. The muh greater eÆieny of OpenMPfor the smaller simulations is evident.As shown in Figure A.17, varying the number of proessors for the two largestsimulation sizes, of 100,000 and 200,000 partiles shows the e�et of proessor de-pendent overheads; important amongst these are the inreased overhead for syn-hronisation and ommuniation for inreased numbers of proessors. These �guresshow the resulting derease in parallel eÆieny with inreased number of proes-sors, for a �xed simulation size. The eÆieny of OpenMP, with the attest urve,is the least a�eted by inreasing the number of proessors.
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Figure A.15: Comparison of parallel performane on the Origin 2000 with 4 proessorsfor a range of simulation sizes (in seonds).Figure A.18 ompares the run times (in seonds), and the parallel eÆieny,using MPI on the Origin 2000 and the Beowulf luster. As was disussed earlier,the performane of MPI on the Beowulf luster ould not be examined properly.Inreasing the number of proessors above two resulted in utilisation of the proes-sors around 10% and so the performane results did not reet the potential parallelperformane; however, up to two proessors the same general trend is evident asthat on the Origin 2000, given the relative speeds of the systems.
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Figure A.16: Comparison of parallel eÆieny on the Origin 2000 with 4 Proessors fora range of simulation sizes.
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A P P E N D I X B

MB CNS Sriptit Files
# drummond_tunnel_m4nozzle_80.sit# Complete Drummond Tunnel Simulation# Mah 4 nozzle, new (1998) driver# N2 driving N2 and He driving N2 ases# Version 7.4 (06/02/03)BEGIN_GEOMETRY# Driver Setion NodesNODE d0 -3.02100 0.00000NODE d1 -3.02100 0.03110NODE d2 -3.05701 0.00635NODE d3 -3.40600 0.00635NODE d4 -3.40600 0.02950NODE d5 -3.79100 0.00635NODE d6 -3.79100 0.02950NODE d7 -3.03900 0.02950NODE d10 -3.01160 0.03110NODE d14 -3.81850 0.02480NODE d15 -3.79600 0.03700NODE d16 -4.02100 0.02480NODE d17 -4.02100 0.03700# Shok Tube NodesNODE s2 -2.60130 0.00000NODE s3 -2.60130 0.03110NODE s4 -2.25160 0.00000NODE s5 -2.25160 0.03110NODE s6 -1.90190 0.00000NODE s7 -1.90190 0.03110NODE s8 -1.55210 0.00000NODE s9 -1.55210 0.03110NODE s10 -1.20240 0.00000NODE s11 -1.20240 0.03110NODE s12 -0.85270 0.00000NODE s13 -0.85270 0.03110NODE s14 -0.60830 0.00000NODE s15 -0.60830 0.03110NODE s16 -0.38390 0.00000NODE s17 -0.38390 0.03110



330 MB CNS Sriptit FilesNODE s18 -0.22500 0.00000NODE s19 -0.22500 0.03110NODE s20 -0.08620 0.00000NODE s21 -0.08620 0.03110# Nodes for the Mah 4.0 NozzleNODE e1 0.04000 0.00000NODE e2 0.04000 0.01000NODE e3 0.05305 0.02000NODE e4 0.05305 0.03110NODE f 0.06805 0.03110NODE g 0.06805 0.01110NODE h 0.08305 0.01110NODE h0 0.08305 0.00000NODE i 0.10005 0.01110NODE j 0.10505 0.01110NODE k 0.11005 0.01180NODE k0 0.11005 0.00000# Nozzle end and dumptankNODE m 0.27535 0.03500NODE n0 0.27535 0.00000NODE n1 0.27535 0.03790NODE n2 0.26535 0.03970NODE n3 0.16535 0.03970NODE n4 0.16535 0.15200NODE n5 0.27535 0.15200NODE t0 0.38535 0.00000NODE t1 0.38535 0.03500NODE t2 0.38535 0.03790NODE t3 0.38535 0.15200NODE t4 0.66535 0.00000NODE t5 0.66535 0.03500NODE t6 0.66535 0.03790NODE t7 0.66535 0.15200LINE d17d15 d17 d15LINE d15d6 d15 d6LINE d16d14 d16 d14LINE d14d5 d14 d5LINE d16d17 d16 d17LINE d5d6 d5 d6LINE d0d1 d0 d1LINE d3d4 d3 d4LINE d5d3 d5 d3LINE d3d2 d3 d2LINE d2d0 d2 d0LINE d6d4 d6 d4LINE d4d7 d4 d7LINE d7d1 d7 d1LINE d0s2 d0 s2LINE d1d10 d1 d10LINE d10s3 d10 s3LINE s2s3 s2 s3



MB CNS Sriptit Files 331LINE s2s4 s2 s4LINE s3s5 s3 s5LINE s4s5 s4 s5LINE s4s6 s4 s6LINE s5s7 s5 s7LINE s6s7 s6 s7LINE s6s8 s6 s8LINE s7s9 s7 s9LINE s8s9 s8 s9LINE s8s10 s8 s10LINE s9s11 s9 s11LINE s10s11 s10 s11LINE s10s12 s10 s12LINE s11s13 s11 s13LINE s12s13 s12 s13LINE s12s14 s12 s14LINE s13s15 s13 s15LINE s14s15 s14 s15LINE s14s16 s14 s16LINE s15s17 s15 s17LINE s16s17 s16 s17LINE s16s18 s16 s18LINE s17s19 s17 s19LINE s18s19 s18 s19LINE s18s20 s18 s20LINE s19s21 s19 s21LINE s20s21 s20 s21LINE s20e1 s20 e1LINE s21e4 s21 e4BEZIER e1e4 e1 e2 e3 e4BEZIER e4h e4 f g hLINE e1h0 e1 h0LINE h0h h0 hLINE hi h iBEZIER ik i j j kLINE km k mLINE h0k0 h0 k0LINE k0k k0 kLINE k0n0 k0 n0LINE n0m n0 mLINE mn1 m n1LINE n3n2 n3 n2LINE n2n1 n2 n1LINE n3n4 n3 n4LINE n4n5 n4 n5LINE n1n5 n1 n5LINE mt1 m t1LINE n0t0 n0 t0LINE n1t2 n1 t2LINE n5t3 n5 t3LINE t0t1 t0 t1LINE t1t2 t1 t2LINE t2t3 t2 t3LINE t0t4 t0 t4



332 MB CNS Sriptit FilesLINE t1t5 t1 t5LINE t2t6 t2 t6LINE t3t7 t3 t7LINE t4t5 t4 t5LINE t5t6 t5 t6LINE t6t7 t6 t7POLYLINE north0 2 + d17d15 + d15d6POLYLINE south0 2 + d16d14 + d14d5POLYLINE east0 1 + d5d6POLYLINE west0 1 + d16d17POLYLINE north1 1 + d6d4POLYLINE south1 1 + d5d3POLYLINE east1 1 + d3d4POLYLINE north2 2 + d4d7 + d7d1POLYLINE south2 2 + d3d2 + d2d0POLYLINE east2 1 + d0d1POLYLINE north3 1 + d1d10 + d10s3POLYLINE south3 1 + d0s2POLYLINE east3 1 + s2s3POLYLINE north4 1 + s3s5POLYLINE south4 1 + s2s4POLYLINE east4 1 + s4s5POLYLINE north5 1 + s5s7POLYLINE south5 1 + s4s6POLYLINE east5 1 + s6s7POLYLINE north6 1 + s7s9POLYLINE south6 1 + s6s8POLYLINE east6 1 + s8s9POLYLINE north7 1 + s9s11POLYLINE south7 1 + s8s10POLYLINE east7 1 + s10s11POLYLINE north8 1 + s11s13POLYLINE south8 1 + s10s12POLYLINE east8 1 + s12s13POLYLINE north9 1 + s13s15POLYLINE south9 1 + s12s14POLYLINE east9 1 + s14s15POLYLINE north10 1 + s15s17POLYLINE south10 1 + s14s16POLYLINE east10 1 + s16s17POLYLINE north11 1 + s17s19POLYLINE south11 1 + s16s18POLYLINE east11 1 + s18s19



MB CNS Sriptit Files 333POLYLINE north12 1 + s19s21POLYLINE south12 1 + s18s20POLYLINE east12 1 + s20s21POLYLINE north13 1 + s21e4POLYLINE south13 1 + s20e1POLYLINE east13 1 + e1e4POLYLINE north14 1 + e4hPOLYLINE south14 1 + e1h0POLYLINE east14 1 + h0hPOLYLINE north15 2 + hi + ikPOLYLINE south15 1 + h0k0POLYLINE east15 1 + k0kPOLYLINE north16 1 + kmPOLYLINE south16 1 + k0n0POLYLINE east16 1 + n0mPOLYLINE north17 1 + mt1POLYLINE south17 1 + n0t0POLYLINE east17 1 + t0t1POLYLINE north18 1 + n1t2POLYLINE east18 1 + t1t2POLYLINE west18 1 + mn1POLYLINE north19 1 + n5t3POLYLINE east19 1 + t2t3POLYLINE west19 1 + n1n5POLYLINE north20 1 + n4n5POLYLINE south20 2 + n3n2 + n2n1POLYLINE west20 1 + n3n4POLYLINE north21 1 + t1t5POLYLINE south21 1 + t0t4POLYLINE east21 1 + t4t5POLYLINE north22 1 + t2t6POLYLINE east22 1 + t5t6POLYLINE north23 1 + t3t7POLYLINE east23 1 + t6t7END_GEOMETRYBEGIN_FLOW# --- [aug98℄ N2 driving N2 ---#GAS_TYPE PERF_N2GAS_TYPE LUTNGAS_STATE driver 3.25e6 0.0 0.0 310.00 1.0 0.0 0.0 0.0 0.0GAS_STATE driven 3.00e4 0.0 0.0 296.00 0.0 1.0 0.0 0.0 0.0GAS_STATE dumptank 4.00e2 0.0 0.0 296.00 0.0 0.0 1.0 0.0 0.0



334 MB CNS Sriptit Files# --- [feb00℄ He driving N2 ---#GAS_TYPE PERF_HE_N2#GAS_STATE driver 5.60e6 0.0 0.0 305.00 1.0 0.0 0.0 0.0 0.0#GAS_STATE driven 6.14e4 0.0 0.0 296.00 0.0 1.0 0.0 0.0 0.0#GAS_STATE dumptank 4.00e2 0.0 0.0 296.00 0.0 0.0 1.0 0.0 0.0# --- [end℄ ---DISCRETISE north0 140 0 0 0.0DISCRETISE south0 140 1 0 1.6DISCRETISE east0 80 0 1 1.1DISCRETISE west0 80 0 1 1.1DISCRETISE north1 220 0 0 0.0DISCRETISE south1 220 0 0 0.0DISCRETISE east1 80 0 1 1.1DISCRETISE north2 220 0 0 0.0DISCRETISE south2 220 0 0 0.0DISCRETISE east2 80 0 1 1.1DISCRETISE north3 240 0 0 0.0DISCRETISE south3 240 0 0 0.0DISCRETISE east3 80 0 1 1.1DISCRETISE north4 240 0 0 0.0DISCRETISE south4 240 0 0 0.0DISCRETISE east4 80 0 1 1.1DISCRETISE north5 240 0 0 0.0DISCRETISE south5 240 0 0 0.0DISCRETISE east5 80 0 1 1.1DISCRETISE north6 240 0 0 0.0DISCRETISE south6 240 0 0 0.0DISCRETISE east6 80 0 1 1.1DISCRETISE north7 240 0 0 0.0DISCRETISE south7 240 0 0 0.0DISCRETISE east7 80 0 1 1.1DISCRETISE north8 240 0 0 0.0DISCRETISE south8 240 0 0 0.0DISCRETISE east8 80 0 1 1.1DISCRETISE north9 240 0 0 0.0DISCRETISE south9 240 0 0 0.0DISCRETISE east9 80 0 1 1.1DISCRETISE north10 240 0 1 1.3DISCRETISE south10 240 0 1 1.3DISCRETISE east10 80 0 1 1.1DISCRETISE north11 240 0 0 0.0DISCRETISE south11 240 0 0 0.0DISCRETISE east11 80 0 1 1.1



MB CNS Sriptit Files 335DISCRETISE north12 240 0 0 0.0DISCRETISE south12 240 0 0 0.0DISCRETISE east12 80 0 1 1.1DISCRETISE north13 240 0 0 0.0DISCRETISE south13 240 0 0 0.0DISCRETISE east13 80 0 1 1.1DISCRETISE north14 120 0 1 1.2DISCRETISE south14 120 0 1 1.2DISCRETISE east14 80 0 1 1.1DISCRETISE north15 120 0 0 0.0DISCRETISE south15 120 0 0 0.0DISCRETISE east15 80 0 1 1.1DISCRETISE north16 200 1 0 1.2DISCRETISE south16 200 1 0 1.2DISCRETISE east16 80 0 1 1.1DISCRETISE north17 100 0 0 0.0DISCRETISE south17 100 0 0 0.0DISCRETISE east17 80 0 0 0.0DISCRETISE north18 100 0 0 0.0DISCRETISE east18 10 0 0 0.0DISCRETISE west18 10 0 0 0.0DISCRETISE north19 100 0 0 0.0DISCRETISE east19 60 1 0 1.2DISCRETISE west19 60 1 0 1.1DISCRETISE north20 60 0 1 1.2DISCRETISE south20 60 0 1 1.2DISCRETISE west20 60 1 0 1.1DISCRETISE north21 80 1 0 1.2DISCRETISE south21 80 1 0 1.2DISCRETISE east21 80 0 0 0.0DISCRETISE north22 80 1 0 1.2DISCRETISE east22 10 0 0 0.0DISCRETISE north23 80 1 0 1.2DISCRETISE east23 60 1 0 1.1BOUNDARY_SPEC north0 FIXED_T 296.0BOUNDARY_SPEC north1 FIXED_T 296.0BOUNDARY_SPEC north2 FIXED_T 296.0BOUNDARY_SPEC north3 FIXED_T 296.0BOUNDARY_SPEC north4 FIXED_T 296.0BOUNDARY_SPEC north5 FIXED_T 296.0BOUNDARY_SPEC north6 FIXED_T 296.0BOUNDARY_SPEC north7 FIXED_T 296.0BOUNDARY_SPEC north8 FIXED_T 296.0BOUNDARY_SPEC north9 FIXED_T 296.0



336 MB CNS Sriptit FilesBOUNDARY_SPEC north10 FIXED_T 296.0BOUNDARY_SPEC north11 FIXED_T 296.0BOUNDARY_SPEC north12 FIXED_T 296.0BOUNDARY_SPEC north13 FIXED_T 296.0BOUNDARY_SPEC north14 FIXED_T 296.0BOUNDARY_SPEC north15 FIXED_T 296.0BOUNDARY_SPEC north16 FIXED_T 296.0BOUNDARY_SPEC north19 SUP_OUTBOUNDARY_SPEC north20 SUP_OUTBOUNDARY_SPEC north23 SUP_OUTBLOCK driver1 + north0 + east0 + south0 + west0BLOCK driver2 + north1 + east1 + south1 + east0BLOCK driver3 + north2 + east2 + south2 + east1BLOCK shok1 + north3 + east3 + south3 + east2BLOCK shok2 + north4 + east4 + south4 + east3BLOCK shok3 + north5 + east5 + south5 + east4BLOCK shok4 + north6 + east6 + south6 + east5BLOCK shok5 + north7 + east7 + south7 + east6BLOCK shok6 + north8 + east8 + south8 + east7BLOCK shok7 + north9 + east9 + south9 + east8BLOCK shok8 + north10 + east10 + south10 + east9BLOCK shok9 + north11 + east11 + south11 + east10BLOCK shok10 + north12 + east12 + south12 + east11BLOCK shok11 + north13 + east13 + south13 + east12BLOCK nozzle1 + north14 + east14 + south14 + east13BLOCK nozzle2 + north15 + east15 + south15 + east14BLOCK nozzle3 + north16 + east16 + south16 + east15BLOCK test1 + north17 + east17 + south17 + east16BLOCK test2 + north18 + east18 + north17 + west18BLOCK test3 + north19 + east19 + north18 + west19BLOCK test4 + north20 + west19 + south20 + west20BLOCK test5 + north21 + east21 + south21 + east17BLOCK test6 + north22 + east22 + north21 + east18BLOCK test7 + north23 + east23 + north22 + east19CONNECT_BLOCKS driver1 east driver2 westCONNECT_BLOCKS driver2 east driver3 westCONNECT_BLOCKS driver3 east shok1 westCONNECT_BLOCKS shok1 east shok2 westCONNECT_BLOCKS shok2 east shok3 westCONNECT_BLOCKS shok3 east shok4 westCONNECT_BLOCKS shok4 east shok5 westCONNECT_BLOCKS shok5 east shok6 westCONNECT_BLOCKS shok6 east shok7 westCONNECT_BLOCKS shok7 east shok8 westCONNECT_BLOCKS shok8 east shok9 westCONNECT_BLOCKS shok9 east shok10 westCONNECT_BLOCKS shok10 east shok11 westCONNECT_BLOCKS shok11 east nozzle1 westCONNECT_BLOCKS nozzle1 east nozzle2 westCONNECT_BLOCKS nozzle2 east nozzle3 westCONNECT_BLOCKS nozzle3 east test1 westCONNECT_BLOCKS test1 north test2 southCONNECT_BLOCKS test2 north test3 southCONNECT_BLOCKS test3 west test4 east



MB CNS Sriptit Files 337CONNECT_BLOCKS test1 east test5 westCONNECT_BLOCKS test2 east test6 westCONNECT_BLOCKS test3 east test7 westCONNECT_BLOCKS test5 north test6 southCONNECT_BLOCKS test6 north test7 southFILL_BLOCK driver1 driverFILL_BLOCK driver2 driverFILL_BLOCK driver3 driverFILL_BLOCK shok1 drivenFILL_BLOCK shok2 drivenFILL_BLOCK shok3 drivenFILL_BLOCK shok4 drivenFILL_BLOCK shok5 drivenFILL_BLOCK shok6 drivenFILL_BLOCK shok7 drivenFILL_BLOCK shok8 drivenFILL_BLOCK shok9 drivenFILL_BLOCK shok10 drivenFILL_BLOCK shok11 drivenFILL_BLOCK nozzle1 drivenFILL_BLOCK nozzle2 drivenFILL_BLOCK nozzle3 dumptankFILL_BLOCK test1 dumptankFILL_BLOCK test2 dumptankFILL_BLOCK test3 dumptankFILL_BLOCK test4 dumptankFILL_BLOCK test5 dumptankFILL_BLOCK test6 dumptankFILL_BLOCK test7 dumptankEND_FLOWBEGIN_CONTROLTITLE Entire Drummond Tunnel Simulation (Diaphragm Rupture, Mah 4 Nozzle)# progressive bloks an be ativated in mb_speial_init.CASE_ID 100AXISYMMETRICVISCOUSTURBULENT shok1TURBULENT shok2TURBULENT shok3TURBULENT shok4TURBULENT shok5TURBULENT shok6TURBULENT shok7TURBULENT shok8TURBULENT shok9TURBULENT shok10TURBULENT shok11TURBULENT nozzle1TURBULENT nozzle2TURBULENT nozzle3FLUX_CALC adaptive



338 MB CNS Sriptit FilesMAX_TIME 1.0e-2MAX_STEP 600000TIME_STEP 0.2e-8DT_PLOT 1.0e-4DT_HISTORY 1.0e-6HISTORY_CELL driver2 220 80HISTORY_CELL shok2 106 80HISTORY_CELL shok9 150 80HISTORY_CELL shok11 32 80HISTORY_CELL nozzle1 1 1# --- [aug98℄ N2 driving N2 ---HISTORY_CELL test1 14 1HISTORY_CELL test1 14 22HISTORY_CELL test1 14 30HISTORY_CELL test1 14 52# --- [feb00℄ He driving N2 ---#HISTORY_CELL test1 1 1#HISTORY_CELL test1 1 22#HISTORY_CELL test1 1 30#HISTORY_CELL test1 1 52# --- [end℄ ---END_CONTROLBEZIER_FILE drummond_tunnel.bezPARAM_FILE drummond_tunnel.pBUILDEXIT



MB CNS Sriptit Files 339# drummond_tunnel_blanked_80.sit# Complete Drummond Tunnel Simulation# Blanked end, new (1998) driver,# N2 driving N2 ase# Version 7.4 (06/02/03)BEGIN_GEOMETRY# Driver Setion NodesNODE d0 -3.02100 0.00000NODE d1 -3.02100 0.03110NODE d2 -3.05701 0.00635NODE d3 -3.40600 0.00635NODE d4 -3.40600 0.02950NODE d5 -3.79100 0.00635NODE d6 -3.79100 0.02950NODE d7 -3.03900 0.02950NODE d10 -3.01160 0.03110NODE d14 -3.81850 0.02480NODE d15 -3.79600 0.03700NODE d16 -4.02100 0.02480NODE d17 -4.02100 0.03700# Shok Tube NodesNODE s2 -2.60130 0.00000NODE s3 -2.60130 0.03110NODE s4 -2.25160 0.00000NODE s5 -2.25160 0.03110NODE s6 -1.90190 0.00000NODE s7 -1.90190 0.03110NODE s8 -1.55210 0.00000NODE s9 -1.55210 0.03110NODE s10 -1.20240 0.00000NODE s11 -1.20240 0.03110NODE s12 -0.85270 0.00000NODE s13 -0.85270 0.03110NODE s14 -0.60830 0.00000NODE s15 -0.60830 0.03110NODE s16 -0.45520 0.00000NODE s17 -0.45520 0.03110NODE s18 -0.30210 0.00000NODE s19 -0.30210 0.03110NODE s20 -0.14910 0.00000NODE s21 -0.14910 0.03110NODE s22 -0.002000 0.00000NODE s23 -0.002000 0.03110LINE d17d15 d17 d15LINE d15d6 d15 d6LINE d16d14 d16 d14LINE d14d5 d14 d5LINE d16d17 d16 d17LINE d5d6 d5 d6



340 MB CNS Sriptit FilesLINE d0d1 d0 d1LINE d3d4 d3 d4LINE d5d3 d5 d3LINE d3d2 d3 d2LINE d2d0 d2 d0LINE d6d4 d6 d4LINE d4d7 d4 d7LINE d7d1 d7 d1LINE d0s2 d0 s2LINE d1d10 d1 d10LINE d10s3 d10 s3LINE s2s3 s2 s3LINE s2s4 s2 s4LINE s3s5 s3 s5LINE s4s5 s4 s5LINE s4s6 s4 s6LINE s5s7 s5 s7LINE s6s7 s6 s7LINE s6s8 s6 s8LINE s7s9 s7 s9LINE s8s9 s8 s9LINE s8s10 s8 s10LINE s9s11 s9 s11LINE s10s11 s10 s11LINE s10s12 s10 s12LINE s11s13 s11 s13LINE s12s13 s12 s13LINE s12s14 s12 s14LINE s13s15 s13 s15LINE s14s15 s14 s15LINE s14s16 s14 s16LINE s15s17 s15 s17LINE s16s17 s16 s17LINE s16s18 s16 s18LINE s17s19 s17 s19LINE s18s19 s18 s19LINE s18s20 s18 s20LINE s19s21 s19 s21LINE s20s21 s20 s21LINE s20s22 s20 s22LINE s21s23 s21 s23LINE s22s23 s22 s23POLYLINE north0 2 + d17d15 + d15d6POLYLINE south0 2 + d16d14 + d14d5POLYLINE east0 1 + d5d6POLYLINE west0 1 + d16d17POLYLINE north1 1 + d6d4POLYLINE south1 1 + d5d3POLYLINE east1 1 + d3d4POLYLINE north2 2 + d4d7 + d7d1POLYLINE south2 2 + d3d2 + d2d0POLYLINE east2 1 + d0d1



MB CNS Sriptit Files 341POLYLINE north3 1 + d1d10 + d10s3POLYLINE south3 1 + d0s2POLYLINE east3 1 + s2s3POLYLINE north4 1 + s3s5POLYLINE south4 1 + s2s4POLYLINE east4 1 + s4s5POLYLINE north5 1 + s5s7POLYLINE south5 1 + s4s6POLYLINE east5 1 + s6s7POLYLINE north6 1 + s7s9POLYLINE south6 1 + s6s8POLYLINE east6 1 + s8s9POLYLINE north7 1 + s9s11POLYLINE south7 1 + s8s10POLYLINE east7 1 + s10s11POLYLINE north8 1 + s11s13POLYLINE south8 1 + s10s12POLYLINE east8 1 + s12s13POLYLINE north9 1 + s13s15POLYLINE south9 1 + s12s14POLYLINE east9 1 + s14s15POLYLINE north10 1 + s15s17POLYLINE south10 1 + s14s16POLYLINE east10 1 + s16s17POLYLINE north11 1 + s17s19POLYLINE south11 1 + s16s18POLYLINE east11 1 + s18s19POLYLINE north12 1 + s19s21POLYLINE south12 1 + s18s20POLYLINE east12 1 + s20s21POLYLINE north13 1 + s21s23POLYLINE south13 1 + s20s22POLYLINE east13 1 + s22s23END_GEOMETRYBEGIN_FLOW#GAS_TYPE perf_n2GAS_TYPE LUTNGAS_STATE driver 3.20e6 0.0 0.0 310.00 1.0 0.0 0.0 0.0 0.0GAS_STATE driven 3.00e4 0.0 0.0 296.00 0.0 1.0 0.0 0.0 0.0DISCRETISE north0 140 0 0 0.0DISCRETISE south0 140 1 0 1.6



342 MB CNS Sriptit FilesDISCRETISE east0 80 0 1 1.1DISCRETISE west0 80 0 1 1.1DISCRETISE north1 220 0 0 0.0DISCRETISE south1 220 0 0 0.0DISCRETISE east1 80 0 1 1.1DISCRETISE north2 220 0 0 0.0DISCRETISE south2 220 0 0 0.0DISCRETISE east2 80 0 1 1.1DISCRETISE north3 240 0 0 0.0DISCRETISE south3 240 0 0 0.0DISCRETISE east3 80 0 1 1.1DISCRETISE north4 240 0 0 0.0DISCRETISE south4 240 0 0 0.0DISCRETISE east4 80 0 1 1.1DISCRETISE north5 240 0 0 0.0DISCRETISE south5 240 0 0 0.0DISCRETISE east5 80 0 1 1.1DISCRETISE north6 240 0 0 0.0DISCRETISE south6 240 0 0 0.0DISCRETISE east6 80 0 1 1.1DISCRETISE north7 240 0 0 0.0DISCRETISE south7 240 0 0 0.0DISCRETISE east7 80 0 1 1.1DISCRETISE north8 240 0 0 0.0DISCRETISE south8 240 0 0 0.0DISCRETISE east8 80 0 1 1.1DISCRETISE north9 240 0 0 0.0DISCRETISE south9 240 0 0 0.0DISCRETISE east9 80 0 1 1.1DISCRETISE north10 240 0 1 1.3DISCRETISE south10 240 0 1 1.3DISCRETISE east10 80 0 1 1.1DISCRETISE north11 240 0 0 0.0DISCRETISE south11 240 0 0 0.0DISCRETISE east11 80 0 1 1.1DISCRETISE north12 240 0 0 0.0DISCRETISE south12 240 0 0 0.0DISCRETISE east12 80 0 1 1.1DISCRETISE north13 240 0 0 0.0DISCRETISE south13 240 0 0 0.0DISCRETISE east13 80 0 1 1.1BOUNDARY_SPEC north0 FIXED_T 296.0



MB CNS Sriptit Files 343BOUNDARY_SPEC north1 FIXED_T 296.0BOUNDARY_SPEC north2 FIXED_T 296.0BOUNDARY_SPEC north3 FIXED_T 296.0BOUNDARY_SPEC north4 FIXED_T 296.0BOUNDARY_SPEC north5 FIXED_T 296.0BOUNDARY_SPEC north6 FIXED_T 296.0BOUNDARY_SPEC north7 FIXED_T 296.0BOUNDARY_SPEC north8 FIXED_T 296.0BOUNDARY_SPEC north9 FIXED_T 296.0BOUNDARY_SPEC north10 FIXED_T 296.0BOUNDARY_SPEC north11 FIXED_T 296.0BOUNDARY_SPEC north12 FIXED_T 296.0BOUNDARY_SPEC north13 FIXED_T 296.0BLOCK driver1 + north0 + east0 + south0 + west0BLOCK driver2 + north1 + east1 + south1 + east0BLOCK driver3 + north2 + east2 + south2 + east1BLOCK shok1 + north3 + east3 + south3 + east2BLOCK shok2 + north4 + east4 + south4 + east3BLOCK shok3 + north5 + east5 + south5 + east4BLOCK shok4 + north6 + east6 + south6 + east5BLOCK shok5 + north7 + east7 + south7 + east6BLOCK shok6 + north8 + east8 + south8 + east7BLOCK shok7 + north9 + east9 + south9 + east8BLOCK shok8 + north10 + east10 + south10 + east9BLOCK shok9 + north11 + east11 + south11 + east10BLOCK shok10 + north12 + east12 + south12 + east11BLOCK shok11 + north13 + east13 + south13 + east12CONNECT_BLOCKS driver1 east driver2 westCONNECT_BLOCKS driver2 east driver3 westCONNECT_BLOCKS driver3 east shok1 westCONNECT_BLOCKS shok1 east shok2 westCONNECT_BLOCKS shok2 east shok3 westCONNECT_BLOCKS shok3 east shok4 westCONNECT_BLOCKS shok4 east shok5 westCONNECT_BLOCKS shok5 east shok6 westCONNECT_BLOCKS shok6 east shok7 westCONNECT_BLOCKS shok7 east shok8 westCONNECT_BLOCKS shok8 east shok9 westCONNECT_BLOCKS shok9 east shok10 westCONNECT_BLOCKS shok10 east shok11 westFILL_BLOCK driver1 driverFILL_BLOCK driver2 driverFILL_BLOCK driver3 driverFILL_BLOCK shok1 drivenFILL_BLOCK shok2 drivenFILL_BLOCK shok3 drivenFILL_BLOCK shok4 drivenFILL_BLOCK shok5 drivenFILL_BLOCK shok6 drivenFILL_BLOCK shok7 drivenFILL_BLOCK shok8 drivenFILL_BLOCK shok9 drivenFILL_BLOCK shok10 driven



344 MB CNS Sriptit FilesFILL_BLOCK shok11 drivenEND_FLOWBEGIN_CONTROLTITLE Entire Drummond Tunnel Simulation (Diaphragm Rupture, Blanked End)# progressive bloks an be ativated in mb_speial_init.CASE_ID 101AXISYMMETRICVISCOUSTURBULENT shok1TURBULENT shok2TURBULENT shok3TURBULENT shok4TURBULENT shok5TURBULENT shok6TURBULENT shok7TURBULENT shok8TURBULENT shok9TURBULENT shok10TURBULENT shok11FLUX_CALC adaptiveMAX_TIME 1.0e-2MAX_STEP 400000TIME_STEP 0.2e-8DT_PLOT 1.0e-4DT_HISTORY 1.0e-6#Rake at 1015mm positionHISTORY_CELL shok6 88 1HISTORY_CELL shok6 88 20HISTORY_CELL shok6 88 46HISTORY_CELL shok6 88 48#Rake at 524mm positionHISTORY_CELL shok8 76 1HISTORY_CELL shok8 76 20HISTORY_CELL shok8 76 46HISTORY_CELL shok8 76 48#Shok tube wall points A and BHISTORY_CELL shok10 24 80HISTORY_CELL shok11 134 80END_CONTROLBEZIER_FILE drummond_tunnel.bezPARAM_FILE drummond_tunnel.pBUILDEXIT



A P P E N D I X C

MB CNS Speial Case Files
/* mb_speial_init.in** Setion of ode that deals with the initialisation of* speial ases.** This file is "inluded" in mb_ns..*/if (Case_ID == DRUMMOND_TUNNEL_M4NOZZLE) {/* Primary Diaphragm Rupture Model:* this is the number (the first one being zero) of the blok* upstream from the diaphragm*/diaphragm_blok = 2;/* assuming a linear profile of ruptured are versus time, the total* opening time in seonds*/diaphragm_rupture_time = 0.94*200.0e-6;diaphragm_rupture_diameter = 57.0e-3;sprintf(msg_text, "\n... ativating diaphragm ruptureparameters: blok %d, rupture time = %fus,rupture diameter = %fmm\n",diaphragm_blok, diaphragm_rupture_time*1.0e6,diaphragm_rupture_diameter*1.0e3);log_message (msg_text, 1);/* Seondary Diaphragm:* Initially set bloks[16℄-[23℄ as inative and put refletive* boundary onditions between blok[15℄ and blok[16℄ (as the seondary* diaphragm).*/bd[15℄.b_E = 3;bd[16℄.b_W = 3;seondary_diaphragm_ruptured = 0;G.ative[16℄ = 0;G.ative[17℄ = 0;G.ative[18℄ = 0;G.ative[19℄ = 0;G.ative[20℄ = 0;G.ative[21℄ = 0;G.ative[22℄ = 0;G.ative[23℄ = 0;



346 MB CNS Speial Case Files/* Progressive Shok Tube Bloks:* Using progressive swithing on of bloks along the shok tube.* Initially only the three driver bloks and the first shok tube* blok are turned on and the boundaries are opened.*//* use progressive bloks? */drummond_progressive = 1;if (drummond_progressive == 1) {bd[3℄.b_E = 3;for (blok_ounter = 4; blok_ounter < 15; blok_ounter++) {tube_blok_ativated[blok_ounter℄ = 0;G.ative[blok_ounter℄ = 0;bd[blok_ounter℄.b_E = 3;bd[blok_ounter℄.b_W = 3;}bd[15℄.b_W = 3;G.ative[15℄ = 0;tube_blok_ativated[15℄ = 0;}} /* end of DRUMMOND_TUNNEL_M4NOZZLE */if ( Case_ID == DRUMMOND_TUNNEL_BLANKED ) {/* Primary Diaphragm Rupture Model:* this is the number (the first one being zero) of the blok* upstream from the diaphragm*/diaphragm_blok = 2;/* assuming a linear profile of ruptured are versus* time, the total* opening time in seonds*/diaphragm_rupture_time = 0.94*200.0e-6;/* diaphragm_rupture_time = 50.0e-6; */diaphragm_rupture_diameter = 57.0e-3;sprintf(msg_text, "\n... ativating diaphragm ruptureparameters: blok %d, rupture time = %fus,rupture diameter = %fmm\n",diaphragm_blok, diaphragm_rupture_time*1.0e6,diaphragm_rupture_diameter*1.0e3);log_message (msg_text, 1);/* Using progressive swithing on of bloks along the shok tube.* Initially only the three driver bloks and the first shok tube* blok are turned on and the boundaries are opened.*//* use progressive bloks? */drummond_progressive = 1;if (drummond_progressive == 1) {bd[3℄.b_E = 3;



MB CNS Speial Case Files 347for (blok_ounter = 4; blok_ounter < 13; blok_ounter++) {tube_blok_ativated[blok_ounter℄ = 0;G.ative[blok_ounter℄ = 0;bd[blok_ounter℄.b_E = 3;bd[blok_ounter℄.b_W = 3;}bd[13℄.b_W = 3;G.ative[13℄ = 0;tube_blok_ativated[13℄ = 0;}} /* end if DRUMMOND_TUNNEL_BLANKED */



348 MB CNS Speial Case Files/* mb_speial_step.in** Speial-ase ode for inlusion at the start of a time step.*/if (Case_ID == DRUMMOND_TUNNEL_M4NOZZLE) {/* Chek for seondary diaphragm rupture */pp = bd[15℄.Ctr[bd[15℄.ixmax℄[bd[15℄.iymin℄.gas.p;if ( seondary_diaphragm_ruptured == 0 && pp > 1.0e5 ) {seondary_diaphragm_ruptured = 1;sprintf (msg_text, "\n... Seondary diaphragm ruptured at p = %e\n", pp);log_message (msg_text, 1);G.ative[16℄ = 1;G.ative[17℄ = 1;G.ative[18℄ = 1;G.ative[19℄ = 1;G.ative[20℄ = 1;G.ative[21℄ = 1;G.ative[22℄ = 1;G.ative[23℄ = 1;bd[15℄.b_E = 0;bd[16℄.b_W = 0;}/* progressive bloks: ativate tube bloks if the x veloity in the ell 5* from the end of the blok before it in the tube rises over 1.0m/s*/if (drummond_progressive == 1) {for (blok_ounter = 4; blok_ounter < 16; blok_ounter++) {if (tube_blok_ativated[blok_ounter℄ == 0) {/** So far, this is an inative blok.* Look a few ells into the upstream blok to see if the shok* in oming (as indiated by a veloity rise).*/pp = bd[blok_ounter-1℄.Ctr[bd[blok_ounter-1℄.ixmax-5℄[bd[blok_ounter-1℄.iymin℄.u;if (pp >= 1.0) {sprintf (msg_text, "\n... Swithing on blok %d with %em/s\n", blok_ounter, pp);log_message (msg_text, 1);/* then ativate this blok and the boundary before it */bd[blok_ounter-1℄.b_E = 0;G.ative[blok_ounter℄ = 1;bd[blok_ounter℄.b_W = 0;tube_blok_ativated[blok_ounter℄ = 1;}}}}} /* end of DRUMMOND_TUNNEL_M4NOZZLE */if (Case_ID == DRUMMOND_TUNNEL_BLANKED) {/* progressive bloks: ativate tube bloks if the x veloity in the ell 5* from the end of the blok before it in the tube rises over 1.0m/s*/if (drummond_progressive == 1) {



MB CNS Speial Case Files 349for (blok_ounter = 4; blok_ounter < 14; blok_ounter++) {if (tube_blok_ativated[blok_ounter℄ == 0) {/** So far, this is an inative blok.* Look a few ells into the upstream blok to see if the shok* in oming (as indiated by a veloity rise).*/pp = bd[blok_ounter-1℄.Ctr[bd[blok_ounter-1℄.ixmax-5℄[bd[blok_ounter-1℄.iymin℄.u;if (pp >= 1.0) {sprintf (msg_text, "\n... Swithing on blok %d with %ems-1\n", blok_ounter, pp);log_message (msg_text, 1);/* then ativate this blok and the boundary before it */bd[blok_ounter-1℄.b_E = 0;G.ative[blok_ounter℄ = 1;bd[blok_ounter℄.b_W = 0;tube_blok_ativated[blok_ounter℄ = 1;}}}}} /* if DRUMMOND_BLANKED_BLANKED end */


