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Abstract

The design of supersonic flow paths for scramjet engines and high Mach number shock

tunnel nozzles is complicated by high temperature flow effects and multidimensional in-

viscid/viscous flow interactions. Due to these complications, design in the past has been

enabled by making flow modelling simplifications that detract from the accuracy of the

flow analysis. A relatively new approach to designing aerodynamic bodies, which auto-

mates design and does not require as many simplifying assumptions to be effective, is the

coupling of a computational flow solver to an optimization algorithm. In this study, a new

three-dimensional space-marching computational flow solver is developed and coupled to

a gradient-search optimization algorithm. This new design tool is then used for the design

optimization of an axisymmetric scramjet flow path and two high Mach number shock

tunnel nozzles.

The flow solver used in the design tool is an explicit, upwind, space-marching, finite-

volume solver for integrating the three-dimensional parabolized Navier-Stokes equations.

It is developed with an emphasis on simplicity and efficiency. Cross-stream fluxes are

calculated using Toro’s efficient upwind, linearized, approximate Riemann solver in flow

regions of slowly varying data, and an Osher type solver in the remainder of the flow.

Vigneron’s technique of splitting the streamwise pressure gradient in subsonic regions is

used to stabilise the flux calculations. A three-dimensional implementation of an algebraic

turbulence model, a finite-rate chemistry model and a thermodynamic equilibrium model

are also implemented within the solver. A range of test cases is performed to (1) validate

and verify the phenomenological models implemented within the solver, thereby ensuring

the simulation results used for design are credible, and (2) demonstrate the speed of the

solver.

The first application of the new computational design tool is the design of a scramjet

flow path, which is optimized for maximum axial thrust at a flight Mach number of 12.

The optimization of a scramjet flow path has been examined previously, however, this

study differs to others published in that the flow is modelled using a turbulence model

and a finite-rate chemical reaction model which add to the fidelity of the simulations.

The external shape of the scramjet vehicle is constrained early on in the design process,

therefore, the design of the scramjet is restricted to the internal flow path. Because of this

constraint, and the large internal surface area of the combustor and the high skin friction
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within the combustor, the net calculated force exerted on the scramjet for both the initial

and optimized design is a drag force. The drag force of the initial design, however, is

reduced by 60% through optimization.

The second application of the design tool is the wall contour of an axisymmetric Mach

7 shock tunnel nozzle, which is computationally optimized for minimum test core flow

variation to a level of±0.019◦ for the flow angularity and±0.26% for the Pitot pres-

sure. The design is verified by constructing a nozzle with the optimized wall contour and

conducting experimental Pitot surveys of the nozzle exit flow. The measured standard

deviation in core flow Pitot pressure is 1.6%. However, because there is a large amount of

experimental noise, it is expected that the actual core flow uniformity may be better than

indicated by the raw experimental data.

The last application of the computational design tool is a contoured Mach 7 square

cross-section shock tunnel nozzle. This is a three-dimensional optimization problem that

demonstrates the versatility of the design tool, since the effort required to implement the

optimization algorithm is independent of the flow-field complexity and flow solver. Op-

timization results show that the variation in the test core flow properties could only be

reduced to a Mach number variation of±7% and flow angle variation of±1.2◦, for a

short nozzle suitable for a shock tunnel. The magnitudes of the optimized nozzle exit

flow deviations for the short nozzle and two other longer nozzles indicate that generating

uniform flow becomes increasingly difficult as the length of square cross-section nozzles

is reduced. Overall, the current research shows that coupling a flow solver to an optimiza-

tion algorithm is an effective and insightful way of designing scramjets and shock tunnel

nozzles.
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Introduction

In the 1950s and 1960s, the threat of the “cold war” and the race for the moon motivated

pioneering research in the area of hypersonics. Later, in the 1980’s, projects such as

the American National Aerospace Plane (NASP) built on this pioneering research and

looked at the feasibility of a single-stage-to-orbit reusable flight vehicle. Research in this

field is still being undertaken today with projects such as NASA’s Hyper-X hypersonic

experimental research vehicle [67, 230], which focus on the challenges of developing

single-stage-to-orbit technologies, reducing launch costs and ultimately, increasing access

to space.

Essential to the development of single-stage-to-orbit flight vehicles has been the pro-

pulsion system and one of the proposed systems that shows great promise is the super-

sonic combustion ramjet or “scramjet”. A scramjet is an air-breathing engine that op-

erates at hypersonic flight speeds (above Mach 6) and maintains supersonic flow condi-

tions throughout its operating cycle. The inception of the scramjet can be traced back to

1958 when Weber & Mackay [233] investigated the possibility of performing combustion

within a supersonic flow in order to overcome the flight speed limitations of the ramjet.

At hypersonic flight speeds, the total pressure losses incurred through the normal shock

that decelerates the flow in the ramjet makes the use of the engine impractical. Also,

combustion becomes inefficient because the high post-shock temperatures prevent energy

releasing combustion products from forming. However, if the inlet flow is processed by

oblique shocks and combustion takes place in a supersonic flow, the efficiency of the en-

gine is increased to practical levels. This theory was extensively tested and developed in

the 1960’s by Ferri [63, 64] and Swithenbank [215] who both made important contribu-

tions in the area. Since then, research into scramjet propulsion has continued but, as of

yet, only limited success has been achieved in building a functional scramjet engine that

is capable of supersonic combustion in flight [184].

Part of the reason for the slow pace of scramjet research is the complex nature of the

high temperature flows that are present within the scramjet engine. Modelling these flows

accurately and making informed design decisions based on analysis is a formidable task.

Another reason is the difficulty of generating high quality test flows at high Mach numbers
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in ground-based wind tunnels. Many of the present facilities used for scramjet research

produce high Mach number flows of low quality in terms of the flow uniformity. The qual-

ity is poor because the nozzles that are used to expand the test flow to high Mach numbers

are generally designed using assumptions that become invalid at high Mach numbers.

The aim of this thesis is to address these two design issues related to scramjet re-

search by developing and applying a computational design tool for supersonic flow ducts.

The tool, which couples a parabolized Navier Stokes flow solver with an optimization

algorithm, is applied specifically to: (i) the design of a Mach 12 axisymmetric scramjet

engine flow path; and (ii) the design of high quality Mach 7 hypersonic nozzle contours

for a reflected shock tunnel. In this introductory chapter, a background for both scramjet

and shock tunnel nozzle design is given along with the motivation for using computa-

tional methods to address these design problems. A strategy for applying computational

methods to hypersonic design is then discussed followed by a review of the contents of

the chapters that follow.

1.1 The Scramjet Engine

The principles of scramjet operation have not changed appreciably since the pioneering

work of Weber & Mackay [233] in the 1950’s, and Ferri [63, 64] and Swithenbank [215]

in the 1960’s. A large part of the research effort since then has been focused on high tem-

perature flow mechanisms that hinder the engine concept from being practically applied

to flight vehicles such as manned hypersonic aircraft, transatmospheric accelerators, and

missiles. Some areas of interest have been combustion and fuel mixing efficiency, thermal

load and skin friction reduction, and engine starting. The Department of Mechanical En-

gineering at The University of Queensland has undertaken research in these areas since

the early 1980’s with the goal of manufacturing and flight-testing a scramjet-powered

vehicle. To date, this goal has proved elusive.

One of the scramjet concepts that has been studied within the department is an ax-

isymmetric scramjet to be used as a second stage for a small launch vehicle as shown in

Fig. 1.1 [112]. Part of the motivation for pursuing this concept is the scaling argument

put forward by Stalker [209]. His study suggested that a small launch vehicle, with a

scramjet-powered second stage and the capability of placing a 1000kg payload into low

earth orbit, can be operated competitively against traditional, all-rocket launch vehicles.

The design concept is based on the accelerator vehicle studied by NASA [43], which has

a conical forebody and a set of scramjet modules surrounding the centre body. Separate

scramjet modules facilitate differential throttling, which aids in control of the vehicle.

Each module is highly integrated with the forebody and afterbody of the stage to reduce

total vehicle drag at hypersonic speeds, as well as to reduce total weight. High integration
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Figure 1.1: A launch vehicle concept that uses a scramjet for second stage propulsion.

of the engine and vehicle are common to most scramjet concepts [161] and high-speed

vehicles, which have inherently narrow performance margins [140].

The flow processes of the scramjet engine module can be described with reference to

Fig. 1.2. Free-stream hypersonic air entering the scramjet is first compressed by a series

Forebody Inlet Combustor Thrust surface

Fuel injection

M
Cowl

Figure 1.2: Schematic of a body integrated scramjet module.

of oblique shocks emanating from the conical forebody, the inlet and the cowl. These

shocks typically raise the temperature of the gas to at least 1000 K, and to a pressure

on the order of 100 kPa (an atmosphere). Fuel is then injected into the hot, compressed

supersonic air stream at the start of the combustor. Currently, hydrogen appears to be

the most suitable fuel for scramjet combustion because of its high energy release per unit

mass, high reactivity and its cooling capacity [101]. It does, however, require a larger

containment volume compared to other candidate fuels.

Once injected, the fuel undergoes turbulent mixing with the air and “auto-ignites” due

to the high temperature of the shock-compressed air. The fuel is mixed and burned as it

travels the length of the combustor. The high enthalpy products created by combustion,

together with the remaining unburnt air and fuel, are expanded by the vehicle afterbody
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thrust surface and cowl to a velocity and pressure slightly greater than the free-stream.

The net thrust developed by the scramjet is the difference between the thrust generated by

the expansion of the exhaust gases at the aft section of the engine, and the total drag on

the engine. Both these opposing forces are of similar magnitude. As a result, there is a

fine balance between an engine design that produces positive thrust and one that doesn’t.

The thermodynamic cycle of a scramjet engine is essentially an open Brayton cycle

where gas compression and expansion processes are used to develop thrust. The ideal

performance of the engine is governed by the reversible Brayton cycle where fluid flow-

ing through the device undergoes isentropic compression and expansion, and combustion

occurs completely with no loss of total pressure. In reality, however, scramjet perfor-

mance is far from ideal due to the many loss mechanisms and inefficiencies present in the

flow, which ultimately result in a reduction of useful thrust. Three thrust loss mechanisms

that are present through the entire scramjet engine are wall friction, heat removal, and

total pressure loss due to shock waves. Other thrust losses that are associated with the

combustor are fuel injection and mixing losses, quenching of combustion reactions, and

incomplete combustion. The minimisation of these losses is not a simple matter since they

are coupled to each other through their effects on the flow conditions within the scramjet.

Due to the complex interactions of loss mechanisms within the scramjet, designers

have traditionally relied on simplified performance analyses and experimental testing to

carry out applied research [215, 27]. Performance analyses usually take the form of para-

metric studies using efficient quasi-one-dimensional codes coupled with high temperature

gas models [233, 119, 175]. These studies are useful for providing an insight into the

relationship between engine performance and high temperature flow mechanisms, per-

formance limits of an actual engine, and identifying guidelines for design [100]. How-

ever, they generally do not provide results of quantitative significance because they do

not include all of the important multidimensional flow interactions that are present in the

actual flow within a scramjet [119]. Quantitative results are obtained through experimen-

tal testing of scaled models in hypersonic wind tunnels where effects such as viscous

drag and heating, turbulent mixing, and finite-rate chemical kinetics can be simulated.

These results can then be analysed and used to extend the designers understanding of the

flow processes within the engine and ultimately improve the design. Presently, however,

ground-testing facilities are only capable of simulating flows within a narrow range of

flight Mach numbers for the trajectory of an actual scramjet [6]. Despite this shortcom-

ing, experimental testing has been one of the only practical ways of undertaking scramjet

design up until recent times.

Computational methods have now reached a level of maturity where flow solvers can

be used to perform the flow tests that were otherwise only achievable in ground-based fa-

cilities. Further, computers can be used as tools to analyse and design hypersonic vehicles
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at high Mach numbers where ground-based facilities cannot match the flight enthalpies,

and they can extend results from ground-based facilities to full-scale flight conditions

[124]. However, flow solvers are only as good as the phenomenological models that are

built into the solver. Hence, there will be a continuing need for experimental facilities to

validate the models used in flow solvers [75]. Having validated a flow solver, it can be

used to reduce design cycle time and provide useful insights into scramjet flow mecha-

nisms that are not always possible with experimental methods. Moreover, flow solvers can

be coupled to optimization algorithms to automate design and identify flow mechanisms

that improve or degrade the performance of scramjet engines.

1.2 Hypersonic Wind Tunnel Nozzles

Ground-based wind tunnels have been used for the research and design of flight vehicles

for the last 30 to 40 years. They provide a means of determining forces and pitching mo-

ments on scale models of flight vehicles in test flows that exhibit similar thermochemical

flow characteristics to those experienced by full scale flight vehicles. In recent times, they

have also been used to provide benchmark data for the calibration of CFD1 flow solvers

[77, 132, 126]. For both tasks, a uniform, hypersonic flow is required in the test section.

Due to the high enthalpy and high density of the flow through a scramjet in flight,

the types of ground-based wind tunnels that can be used to simulate the high temperature

effects in scramjet flow are not widely available. Compared with a rocket-based launch

vehicle, the scramjet trajectory needs to be low and through a relatively dense part of the

atmosphere because it requires atmospheric air to burn the fuel (see Fig. 1.3).

Ground-based wind tunnel facilities can be classed as either continuous flow, inter-

mittent flow or pulse-type facilities. Continuous and intermittent flow wind tunnels that

match only scramjet flight Mach numbers are plentiful since hypersonic test flows can be

generated by steadily expanding a high pressure reservoir of gas at ambient temperature

through a nozzle with an appropriately large expansion ratio. However, the temperature

and, subsequently, the enthalpy of the test gas are low since the stagnation temperature is

approximately room temperature. Facilities that use supply gas reservoirs at room tem-

perature are typically limited to Mach numbers of approximately 4 because of problems

with liquification of the expanding test gas. If high pressure gas at ambient temperature is

expanded through a high Mach number nozzle, the temperature of the expanded gas can

fall below the boiling point of the gas causing molecules to liquefy. This problem can be

avoided by using gases such as helium [31] (an example is the 22 Inch Mach 20 helium

blow-down tunnel at the NASA Langley research centre [150]), however, the hypersonic
1Throughout this thesis, CFD refers to computational fluid dynamics using a digital computer
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Figure 1.3: Typical ascent trajectory for a scramjet powered flight vehicle placing a payload into
low earth orbit compared to the shuttle trajectory. The dashed lines show contours of dynamic
pressure,q = 1

2ρ∞u2∞ (adapted from Billig [27]).

test flows produced do not match the enthalpy and thermochemical characteristics of the

flow in hypersonic flight through the atmosphere.

The problem of liquification can also be avoided by raising the enthalpy of the gas

through heating prior to expansion. However, the large amount of energy required to heat

the gas for high Mach number flows with matched flight enthalpies, and the problems with

the containment of the gas supply, limits the use of this technique to the order of minutes

or seconds. Various methods are used to heat the gas including passing the gas through

a bed of heated pebbles, passing the gas through an electric arc, and heating through

combustion then adding oxidant to make up the gas composition prior to combustion

(vitiation).

Presently, the most effective and widely used class of ground-based wind tunnel

facility that is capable of reproducing most of the flow conditions experienced by a

scramjet in its flight trajectory is a pulse facility (i.e., shock tubes/tunnels and expansion

tubes/tunnels). Pulse facilities use shocks and unsteady expansions to raise the enthalpy

of a slug of gas, which is then expanded through a nozzle or accelerated into a test section

at hypersonic speeds [205]. Large enthalpies that match re-entry, orbital and super-orbital

flight speeds are achievable with pulse facilities, and the test gas can be made to exhibit

the high temperature thermochemical effects experienced in high speed flight. However,

the nature of the unsteady shock waves and expansions in these facilities limits the test

time to the order of milli-seconds for test flow velocities less than approximately 4 km/s
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and micro-seconds for test flow velocities greater than approximately 10 km/s.

One of the types of pulse facilities that generate test flows on the order of milli-seconds

are reflected shock tunnels. Within a reflected shock tunnel, a high temperature slug of

stagnated test gas is generated via an incident and a reflected shock. The incident shock

is generated by exposing the test gas to a high pressure reservoir of “driver” gas through

the rupture of a metal diaphragm at the upstream end of the shock tube. Various meth-

ods have been used to generate the high pressure driver gas that ruptures the diaphragm,

including compressed air reservoirs, free piston compressors [204] and detonation waves

[19]. The high temperature stagnated gas is then expanded through a nozzle to hypersonic

conditions in the test section.

As a result of the high construction and running costs of reflected shock tunnels, there

are few in service around the world at the present time compared to other types of hyper-

sonic test facilities. Some of the well known reflected shock tunnels around the world are

the Calspan shock tunnel (now known as Veridian), the Ames research centre shock tun-

nel, the T4 tunnel at The University of Queensland, the T5 shock tunnel at The California

Institute of Technology, and the HEG shock tunnel at DLR G¨ottingen (see Andersonet.

al [6] for a comparative performance review). All of these tunnels use a free piston to

compress the driver gas.

The T4 free piston reflected shock tunnel at The University of Queensland [207] has

several contoured axisymmetric nozzles that can be used to expand the shock heated test

gas to the required Mach number in the test section. The current range of nozzles are

Mach 4, 5, 8 and 10. The flow issuing from these nozzles is commonly used in a “direct

connect” mode for testing scramjet combustors where the flow travels directly into the

combustor. The process of compressing the flow through an inlet on the vehicle is not

directly modelled. Therefore, the flow entering the combustor is nominally parallel and

free of waves.

The design of all of the current T4 hypersonic axisymmetric nozzles was based on

the classical method proposed by Prandtl & Buseman [11] in 1929. The method uses the

method of characteristics (MOC) in an inverse design mode to determine an inviscid noz-

zle wall contour that produces the desired uniform exit flow. The contour is then corrected

with a displacement thickness obtained from a boundary-layer (BL) calculation to account

for the boundary layer that develops along the nozzle wall. The underlying assumption

behind this method is that the boundary layer flow and core flow are uncoupled.

In low Mach number nozzles, where boundary layers are thin, the location where the

flow characteristics reflect is closely approximated by the inviscid contour as assumed

by the MOC/BL technique. However, for thick boundary layers, as developed in high

Mach number nozzles, the flow characteristics effectively reflect between the wall and the
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inviscid contour [36] such that the actual characteristic lags the design characteristic as

shown in Fig. 1.4. Hypersonic nozzles designed for Mach numbers of 7 to 8 begin to

Figure 1.4: Lagging of actual characteristic from MOC/BL design characteristic due to a thick
boundary layer on a nozzle wall

show this effect where turbulent boundary layers grow to a large percentage of the exit

radius [25]. As a direct consequence of the miscalculation of characteristic reflection,

complete cancellation of expansion waves is no longer achieved and the flow quality of

the nozzle deteriorates.

The effect of the characteristic reflection miscalculation can be demonstrated by a

comparison of Pitot surveys for the various T4 shock tunnel nozzles. The Mach 4 nozzle,

which was designed using the MOC/BL method, has been shown to produce good quality

test flow over a range of enthalpies (variation in core flow Pitot pressure across the exit

plane±5%) [104]. However, the higher Mach number nozzles show significant centre

line disturbances within the test core (the Mach 10 nozzle has a variation in Pitot pressure

of up to±25% for low stagnation pressures) [114, 115]. Figure 1.5 shows a typical Pitot

profile of the flow issuing from the Mach 8 and Mach 10 nozzle for the T4 free piston

shock tunnel at The University of Queensland [116, 115].
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Figure 1.5: Normalised Pitot surveys of the T4 Shock Tunnel Mach 8 and Mach 10 nozzles. Error
bars indicate standard deviation of signal noise over the steady test time.

Centre line disturbances in the nozzle exit flow were also shown to occur in all of

the original axisymmetric contoured nozzles at the Langley Research Center Hypersonic

Facilities Complex designed during the 1950’s and 1960’s [152, 77]. These nozzles were
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also designed using MOC/BL. Variations in the test flow Pitot pressure in excess of 30%

were reported for the Mach 17 nozzle of the Langley 20 Inch nitrogen tunnel [153, 150].

Despite the non-uniformities in the nozzle exit flow of the Langley wind tunnels and

the T4 shock tunnel, the nozzles have provided test flows of adequate quality to explore

many of the basic design issues associated with scramjet engines and hypersonic flight in

general. However, the resurgence of interest in hypersonics, and the need to obtain high

quality flow data for CFD code validation, has provided the motivation for improving the

flow quality afforded by these nozzles.

A relatively new nozzle design method that correctly models the interaction between

the core flow and the boundary layer in high Mach number nozzles where the boundary

layer becomes thick, involves coupling a computational flow solver and an optimization

algorithm [125, 118, 222]. Computational flow solvers based on the Navier-Stokes equa-

tions can be used to calculate accurate flow solutions for a given nozzle design. The

flow solution and nozzle contour can then be passed to an optimization algorithm, which

perturbs the contour iteratively until the desired exit flow is achieved. The accuracy of

the design method is limited only by the accuracy of the flow solver used to perform

the flow-field calculations. Also, the design method is not limited to axisymmetric noz-

zles since it can be used for designing three-dimensional square cross-section nozzles by

simply employing a three-dimensional flow solver. Designing three-dimensional nozzles

with this method is computationally intensive and has only become practical in recent

times because of advances in computer technology. The design calculations for a square

cross-section nozzle shown later in this thesis typically required 75 hours to complete us-

ing one R10000 processor of The University of Queensland’s SGI super-computer, and

would have required over a month on a similar machine some years ago (based on the

performance of the SGI R6000 processor released at the beginning of the 1990’s).

1.3 Design optimization using CFD Flow Solvers

Having identified the advantages of using computational design optimization in the areas

of scramjet design and high Mach number wind-tunnel nozzle design in the previous two

sections, the method of computational design optimization can now be addressed. De-

sign optimization using CFD flow solvers is an inverse design method where the desired

flow characteristics or forces associated with an aerodynamic body are specified, and an

attempt is made to find the shape that will produce the required flow characteristics or

forces. Using a design tool based on a CFD flow solver and an optimization algorithm

is a relatively new approach to aerodynamic design that seems to be superseding the use

of many classical methods for problems involving complex non-linear flow phenomena

[97]. Decades of improvements to computational techniques and models, together with
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the rapid advancement in computer technology, has resulted in CFD flow solvers that are

fast and capable of accurately modelling inviscid-viscous interactions with high tempera-

ture thermochemical effects. Computational design tools based on these flow solvers and

iterative optimization algorithms are now practical alternatives to design through pure

experimental research and classical analysis techniques, such as the method of character-

istics.

The method of coupling flow solvers to optimization algorithms and applying them

to aerodynamic design problems has not changed appreciably since the inception of the

idea. One of the first studies that used the method for the design of nozzles and aerofoils

was conducted by Huddleston [97]. Huddleston’s optimization method essentially con-

sisted of modelling an aerodynamic surface with a parametric curve and manipulating it

in an iterative process. The surface manipulation was based on a performance function

that quantified some undesirable quality of the flow around or through the body. For every

prospective surface design, a flow solution was computed using a either a Navier-Stokes

or Euler flow solver. Then the performance function, otherwise known as the objective

function, was evaluated using data extracted from the flow solution. The objective func-

tion evaluation was then used by an optimization algorithm to determine new values of the

design variables, which defined the aerodynamic surface. The iterative process continued

until the flow produced by the body or the forces exerted by the flow on the body met the

design requirements. The optimization process is illustrated in Fig. 1.6.

Figure 1.6: Design optimization using a CFD flow solver.

An advantage of this design approach is the independence of the optimization algo-

rithm and the flow solver, making it possible to couple almost any flow solver with any

type of optimization algorithm. Most flow solvers that are used for hypersonic flow anal-

ysis are based on the parabolized Navier-Stokes (PNS) equations and employ efficient
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space-marching techniques. Space-marching PNS flow solvers can model steady hyper-

sonic flow as accurately as Navier-Stokes solvers and generally with less computation

time, thus making them well suited to optimization of hypersonic flows.

A good optimization algorithm uses the minimum number of objective function evalu-

ations to find the global minimum of the function. Many algorithms have been developed,

ranging from simple gradient-search algorithms to stochastic-genetic algorithms. How-

ever, at present, no one algorithm has been identified as being the best for all aerodynamic

design optimization problems. The choice of an appropriate optimization algorithm is

largely problem dependent and involves consideration of issues such as robustness, rate

of convergence, and global-search capabilities. No attempt is made in this thesis to per-

form a rigorous assessment of optimization algorithms to determine the most efficient

optimization algorithm for the hypersonic design problems discussed earlier. Rather, the

benefits and disadvantages of some commonly used optimization algorithms are discussed

and a literature review of several optimization studies is presented. Based on this discus-

sion, a relatively simple gradient-search optimization algorithm is selected to perform the

optimization for the cases studied in this thesis.

1.4 Outline of Thesis

The primary objective of this thesis was to develop a new computational design tool based

on an efficient PNS flow solver and a gradient-based optimization algorithm, and apply

it to the design of scramjets and hypersonic nozzles. The idea of coupling a PNS solver

to an optimization algorithm and applying it to these aerodynamic design problems is not

new, however, this thesis contains several original ideas and unique applications that the

author has not seen in the published literature to date:

• Coupling a three-dimensional PNS flow solver with a Nelder-Mead optimization

algorithm

• Optimizing the aerodynamic surfaces of a complete scramjet engine using a flow

solver that models viscous and high temperature thermochemical gas effects

• Optimizing an axisymmetric nozzle contour for use in a reflected shock tunnel

• Optimizing a square cross-section nozzle contour

The development of the design tool and the applications listed above are presented in

the remainder of this thesis. To guide the reader, a breakdown of the purpose and contents

of following chapters is provided below.

Chapter 2. A discussion of the three-dimensional PNS flow solver that was developed

for this study is given in this chapter. The solver employs a variety of computational tech-

niques and models to accurately and efficiently simulate the flow mechanisms associated

with scramjet engines and high enthalpy shock tunnel nozzles. A large amount of the time
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associated with this thesis was spent developing this code and carrying out the numerous

test cases that are presented in Appendix E.

Chapter 3. A review of the various optimization algorithms that have been coupled

with flow solvers and used in the literature for aerodynamic design is presented in the

third chapter. The benefits and deficiencies of several optimization algorithms and tech-

niques are discussed, and the algorithm used to form the design tool in the current study is

detailed. The chapter concludes with a review of several optimization studies that specif-

ically address the design of scramjet engines and hypersonic nozzles.

Chapter 4. The first application of the optimization design tool is presented in the

fourth chapter where the geometric design of a Mach 12 axisymmetric scramjet flow path

is discussed. The scramjet design concept employed is the same wrap-around concept

introduced at the beginning of Chapter 1. The focus of the optimization study was to

increase the axial thrust of the design and to determine the predominant flow features that

contribute to or degrade the performance of the engine.

Chapter 5. The second application of the design tool was the optimization of an ax-

isymmetric Mach 7 nozzle for a small pulse flow wind tunnel. The design process used to

generate the optimized nozzle contour is described in the fifth chapter. The chapter also

investigates the effect of initial designs on the convergence to an optimal design, and the

effect of varying simplex movement parameters in the optimization algorithm.

Chapter 6. The axisymmetric Mach 7 nozzle designed in the previous chapter was

manufactured and tested for core flow Pitot pressure uniformity in the Small Shock Tun-

nel at The University of Queensland (known as the SST facility). The details of nozzle

construction, how the testing was carried out, and the results of the testing are discussed

in the sixth chapter. Pitot pressure surveys indicated that the test flow produced by the

nozzle was of a high quality and that the design tool was substantially better than classical

methods for designing nozzles.

Chapter 7. In this chapter, the ability of the design tool to optimize three-dimensional

aerodynamic bodies is demonstrated. The application is to optimize the expansion contour

of a square cross-section nozzle for the same small shock tunnel. A square cross-section

nozzle was considered because flow disturbances from wall anomalies that might arise

due to errors in manufacture are less focused in a square cross-section nozzle compared

to an axisymmetric nozzle. The chapter starts with a review of the methods that have been

used previously to design square cross-section nozzles. Then, three nozzles of different

lengths are designed and subsequently optimized for maximum test core flow uniformity.

All of the optimized designs showed a substantial improvement in the test core flow qual-

ity, however, the flow quality of the optimized short nozzle fell short of being acceptable

for use in a pulse flow wind tunnel because of high cross-flow pressure gradients.
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Chapter 8. The final chapter of the thesis presents an assessment of the computationally-

based optimization design tool and recommendations for extending its capabilities. Con-

clusions that were made through the application of the design tool to each of the three

design studies are presented separately at the end of the respective chapters rather than in

this final chapter.





C H A P T E R 2

Computational Flow Solver

This chapter is concerned with the development of a computationally efficient flow solver

capable of accurately modelling steady three-dimensional flows through scramjet engines

and hypersonic nozzles. The approach that was taken in developing the solver involved a

simple and fast formulation that did not sacrifice accuracy. This approach makes coding

simpler and increases solver speed to levels where it can be practically used for optimiza-

tion problems requiring many trial solutions. The name given to the solver issm3d.

The chapter starts with a description of the parabolized Navier-Stokes (PNS) equa-

tions, which are the governing equations used insm3d. Also described is the space-

marching solution technique, which is a widely used method for solving the PNS equa-

tions. Following on from this introductory discussion is a review of the development

of PNS solver schemes and an overview of the scheme and the other phenomenological

models used insm3d. The PNS equations and associated equations are then discussed in

detail together with the discretization and integration methods that make upsm3d. The

final section of this chapter discusses the grid generation techniques used in the solver. A

collection of eight test cases is also presented in Appendix E, which serve to validate and

verify the phenomenological models implemented within the solver.

2.1 Governing Equations & Space-Marching

The governing set of equations used insm3dare the conservative parabolized Navier-

Stokes equations (PNS). They are a reduced set of the full compressible Navier-Stokes

equations (NS) that can be used to model viscous continuum flow where the inviscid

region of the flow is supersonic. The compressible NS equations are a mixed set of

elliptic-parabolic equations for steady flows that, in general, need to be treated with a

time-marching technique to produce an accurate solution. The elliptic nature of the full

equation set means information can propagate upstream in the flow. The PNS equations,

on the other hand, are a mixed set of hyperbolic-parabolic equations (under certain con-

ditions) and, assuming that there is no downstream influence, can be solved using an

efficient space-marching technique. The efficiency of the PNS equation solver is largely

a result of this technique.
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Rudman & Rubin [188] conducted one of the earliest studies involving the use of

the PNS equations. The PNS equations that these investigators derived and solved were

applicable to both inviscid and viscous steady supersonic and hypersonic flow regions.

The PNS equations were obtained by deleting all the viscous terms containing partial

derivatives with respect to the streamwise direction from the steady NS equations. The

resulting set of equations were significantly reduced in size and could be used to solve

viscous-inviscid interaction problems with a fraction of the computation time used for

solving the same problems with the NS equations. Korte [121] demonstrated that the

results from a space-marching flow solver based on the PNS equations and the results from

a time-marching NS solver show good agreement for steady supersonic and hypersonic

viscous flow problems that do not have a strong downstream influence.

In order to maintain a stable solution scheme when solving the PNS equations, there

are certain requirements that have to be maintained to conserve the streamwise hyperbolic-

parabolic nature of the equation set. The PNS equations can only be applied to flows

where the inviscid region is supersonic and the streamwise velocity component is always

positive. If the streamwise velocity is assumed to be aligned with one of the coordinate

axes, then applications are limited to cases where the predominant flow direction is in

the axial direction. This restriction can be avoided to some degree by using a generalised

coordinate system [216, 121], however, it adds to the complexity of the code. An addi-

tional requirement is that the streamwise pressure gradient in the streamwise momentum

equation be treated with a “stability technique” (see Section 2.5). The pressure term in

the streamwise momentum equation provides a means for information to travel upstream

in the subsonic portion of boundary layers. Consequently, the term can cause the equation

system to become unstable and produce spurious solutions commonly known as “depar-

ture solutions”.

The space-marching technique, which is commonly used to solve the PNS equations,

is a solution technique for steady flows where the region of influence is always down-

stream. The technique involves discretizing a computational domain into slices that are

normal to the stream-wise direction and integrating the governing flow equations on each

slice until a steady state is reached. A steady state solution is determined for the first

upstream slice before marching to the next downstream slice. The outflow plane of the

upstream slice is then used as the inflow plane to the next downstream slice. The pro-

cedure continues until the end of the domain is reached. Srinivas [201] showed that the

computational time required for a steady state solution of a two-dimensional supersonic

flow problem using a whole domain time-marching technique, can be reduced by an order

of magnitude by using a space-marching solution technique. A similar gain is expected

for three-dimensional flows. Computer memory requirements are also reduced for space-

marching schemes since only enough slices to reconstruct the downstream face are re-
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quired in memory. Therefore, the technique is memory efficient in comparison to a purely

time-marching scheme that requires the storage of the whole computational domain.

2.2 Review of PNS Solvers

Various numerical solution techniques have been proposed to solve the PNS equations

over the last 30 years. The most common approach has been to use finite-differences

[217, 86]. In this approach, the spatial and temporal partial derivatives in the flow equa-

tions are replaced with discrete Taylor series expansions, resulting in an algebraic repre-

sentation of the partial differential equations. Essentially, the partial derivatives are ap-

proximated by ratios of finite-differences between flow variables at discrete points within

the flow domain. The higher order terms of the Taylor series expansions are ignored for

computational efficiency, however, accuracy and stability are sacrificed as more terms are

truncated.

Some of the first pioneering finite-difference implementations of the PNS equations

were by Rudman & Rubin [188], Boynton & Thomson [30], and Cresciet al. [47]. All

of these studies used an explicit representation of the finite-differences because of the

simplicity in coding such a scheme. An explicit schemes contains only one unknown

in the difference equation so that it may be evaluated in terms of known quantities. The

alternative is to use an implicit scheme, where the difference equations are expressed with

multiple unknowns requiring simultaneous solution. Implicit schemes are generally more

efficient than explicit schemes for the PNS equations but are more difficult to code [217].

The trend following the early work on PNS solvers was to use iterative, implicit finite-

difference schemes [186, 139]. These were then followed by more efficient non-iterative

implicit schemes. Two schemes of note that employed non-iterative implicit schemes

were those of Vigneronet al. [228] and Schiff & Steger [194]. These schemes were

nearly identical except that Schiff & Steger used a “sublayer approximation” technique

to calculate the subsonic pressure gradient and Vigneronet al. retained a stable fraction

of the streamwise pressure gradient calculated when evaluating the streamwise momen-

tum equations for subsonic flow (see Section 2.5). The two schemes also used different

linearization procedures. Many schemes followed along the same lines as the two afore-

mentioned schemes, with the majority being based on central-differencing in the cross-

flow plane. A shortcoming of central-differencing schemes was that oscillations in the

flow solution often resulted from flow discontinuities such as shocks. To alleviate this,

many schemes employed artificial dissipation to smooth out the oscillations. A disadvan-

tage of these artificial dissipation schemes was that high quality solutions required user

manipulation on a case by case basis.
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An alternative to using central-differencing for evaluating the partial derivatives is to

use an upwinding scheme [157]. Upwind schemes have the ability to “capture shocks”

without significant oscillations and require little or no artificial dissipation. A simple

upwinding finite-difference formulation expresses differences as either forward or back-

ward differences depending on the local wave speed. If the wave speed is positive (where

the positive direction is left to right) then a backward-difference is used; similarly, if

the wave speed is negative a forward-difference is used. Therefore, flow information can

only propagate in the direction of the acoustic waves, hence, the term upwinding. Central-

differencing schemes, in contrast, can propagate information from outside the domain of

dependence.

Another class of upwind schemes use the solution of the unsteady shock tube prob-

lem (or Riemann problem) between data points rather than using differences to calculate

the partial differentials. This approach was first proposed by Godunov who solved the

Riemann problem exactly between data points [70]. Solving the Riemann problem ex-

actly ensures that the physically correct propagation of information throughout the flow

is accounted for in the numerical solution. However, solving the exact Riemann prob-

lem requires an iterative method and many computational calculations. Lawrenceet

al. [132, 131] created a faster scheme based on Godunov’s scheme [70] by employing

the non-iterative approximate Riemann solver of Roe [181] in an implicit finite-volume

scheme. A modification of Roe’s approximate Riemann solver was also used in the ex-

plicit finite-difference code of Korte & McRae [126].

Other well known approximate Riemann solvers are the flux-vector splitting schemes

of Steger & Warming [210], Van Leer [227] and Liou & Steffen [137], and the flux-

difference splitting scheme by Osher [166] (see Tannehillet al. [218] for an explanation

of flux-vector and flux-difference splitting). Despite the many upwind schemes available,

Roe’s scheme [181] seems to have gained the widest acceptance for the solution of the

inviscid flux terms in the PNS equations due to its coding simplicity and accuracy. How-

ever, Roe’s scheme does not strictly enforce the entropy condition, therefore, nonphysical

expansion shocks can be admitted as part of the numerical solution. This circumstance

can arise in sonic points of expansions, resulting in an artificial acceleration on the fluid

[166, 229]. Osher’s upwind scheme [166] is similar to Roe’s [181], however, it has been

shown to strictly satisfy the entropy condition [167] and, as a result, is thought to be

more robust and accurate in comparison to Roe’s scheme [69, 1]. The price paid for this

increase in performance is the extra computational calculations required, which is why

Osher’s scheme is not as prevalent as Roe’s scheme in the literature.

An efficient approach to making computationally intensive upwind schemes more

practical was suggested by Toro [224]. Toro’s linearized approximate Riemann solver

[223] was coupled with an exact iterative solver, where the linearized solver was used
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to solve regions of slowly varying data, and the exact solver was used for the remaining

flow domain. The linearized solver involves few, and simple, arithmetic operations and is

used for the majority of the flow domain, thereby, reducing the computational effort. By

adopting this approach, the benefits of the robust solver are retained while reducing the

computational effort. A similar approach is taken insm3dwhere an Osher type upwind

solver [107] is coupled with the linearized solver of Toro [223] for calculating the cross-

stream inviscid fluxes (see Section 2.11.4). The resulting scheme is robust and efficient

compared to other flux-difference schemes.

2.3 Overview of the Present Flow Solver

Finite-volume discretization is used insm3dto solve the integral form of the PNS equa-

tions. The finite-volume approach is taken because it is inherently conservative and well

suited to flows with discontinuities such as shocks. A finite-volume scheme discretizes

the flow domain into discrete control volumes (or cells) and solves for the fluxes across

the interfaces between adjacent cells. The conservative flow equations are then applied

to update the average flow quantities within the cell. The metrics are evaluated at cell

interfaces rather than at grid points as is the case for finite-differencing. The integral for-

mulation of the PNS equations permits theoretically infinite gradients of flow properties

at discontinuities. A time-dependent form of the integral equations is also used to explic-

itly march cross-flow slices forward in time to a steady state before marching in space to

the next downstream slice. This approach has been taken in a number of other solvers

[196, 201], but it contrasts with solvers based on the steady-flow formulation where the

time derivatives do not appear [126, 122]. Even though the time-dependent approach re-

quires an iteration in time to reach steady flow at each slice along the duct, it has the

advantage that relatively large streamwise steps may be taken. This can be advantageous

in difficult duct geometries where robust (and consequently computationally intensive)

grid generation schemes must be used.

Another aspect of the formulation ofsm3d that contrasts with most other space-

marching solvers is that the dimensional Cartesian form of the governing equations is

retained in the code and the stored data. This approach has been used previously for

blunt-body studies [179]. It leads to a simpler formulation in comparison to formulations

that transform the governing equations to computational space. However, a penalty of

this approach is that the code must handle the generalised cell geometry and the vector

arithmetic.

The sm3dsolver is made spatially third-order accurate in the cross-stream plane by

using the “monotone upstream-centred scheme for conservation laws” (MUSCL) [226] to

extrapolate the primitive flow variables at the cell interfaces. Andersonet al. [16] per-
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formed a series of numerical experiments and found that extrapolation of the primitive

variables and subsequent reconstruction of the fluxes provides better flow solutions com-

pared to extrapolating the fluxes. The Osher type flux solver of Jacobs [107] is coupled

to the efficient linearized flux solver of Toro [223] to calculate the cross-stream invis-

cid interface fluxes. Second-order fully upwind MUSCL extrapolation is also used in

the streamwise direction to directly reconstruct the fluxes on the downstream faces of

cells from the current and previous upwind slices. Numerical oscillations in the MUSCL

scheme are suppressed with a minimum modulus limiter [87].

The thermochemical modelling capabilities ofsm3dare currently limited to ther-

mally perfect multi-species gas mixtures that are thermodynamically frozen or in ther-

modynamic equilibrium (also known as vibrational equilibrium for flows not undergo-

ing ionization), undergoing non-equilibrium chemical reactions. A thermodynamic non-

equilibrium model was not implemented into the solver largely because of the time con-

straints imposed on this study. Thermodynamic relations for gas species in thermal equi-

librium are modelled with curve fits obtained from Oldenborget al. [163]. There are also

three other “fast” equilibrium models for gas mixtures implemented in the code. Reaction

rates are determined from a temperature dependent Arrhenius law using rate data from

various models [61, 29, 55, 183, 163].

An approximately-coupled integration technique (similar to that used by Wadawadigi

et al. [232]) is used to solve for the chemical production terms and the flux vectors in the

PNS equations. The chemical production rates are calculated for the cell averaged state

followed by the calculation of the cell fluxes assuming frozen flow. The PNS equations are

then integrated in time to obtain the new cell sate. The advantage of this approach is that

the solution procedure for the PNS equations is unaffected by the size of the chemistry

model and the solution method used to solve for the kinetic rates. The species production

terms are marched forward in time using the same explicit time step as the PNS equations.

This may result in very small time steps when computing flows with disparate time scales.

However, the speed of the present code on modern “super-computers” does not necessitate

the extra complexity of implicit methods for the chemistry.

The solver was given the capability of modelling turbulent, compressible boundary

layers by implementing a modified Baldwin & Lomax algebraic eddy-viscosity turbulence

model [20]. The modifications made to the model also made it possible to calculate the

growth of turbulent boundary layers over a three-dimensional corner in the presence of

strong vortical flows.

Prior to discussing details of the equations, discretization and integration methods that

comprisesm3d, a list of the assumptions made is presented below.

• The flow is assumed to be steady and free of stream-wise separation regions.
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• The transport of species due to diffusion is assumed to be negligible. Therefore, the

diffusion velocity of all species is set to zero.

• The flow is assumed to be thermodynamically frozen or in thermodynamic equi-

librium such that the specific internal energy of individual gas species is always a

function of the translational temperature only,e = f(Ttrans).

• The flow is assumed to always have a positive momentum value in thex direc-

tion, which is the space-marching direction and predominant flow direction. This

restriction could have been removed by implementing a generalised coordinate sys-

tem [216, 121], however, this approach adds extra complexity to the code and is not

currently required.

2.4 Parabolized Navier-Stokes Equations

The integral form of the three-dimensional PNS equations for a chemically reacting,

multi-species flow without body forces or external heat addition may be written as

∂
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ρuyuz

ρu2
z + p

ρEuz + puz



k̂ , (2.3)

and the viscous flux vector is

Fv =




0
0
0
0
0




î +




0
τxy

τyy

τzy

uxτxy + uyτyy + uzτzy − qy




ĵ +




0
τxz

τyz

τzz

uxτxz + uyτyz + uzτzz − qz




k̂. (2.4)
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The source term is

Q=




ω̇i

0

0

0

0




, (2.5)

where(i = 1, 2, ...., NS) . These equations specify the conservation of mass, three com-

ponents of momentum, and total energy. The fluxes are separated into inviscid,Fi, and

viscous,Fv, components where the streamwise direction is aligned with thex-axis or î.

These equations can be slightly modified to form the PNS equations for axisymmetric

flow which are shown in Appendix A.

For a non-reacting gas, the total specific internal energy is defined by

E = e +
1

2
(u2

x + u2
y + u2

z) . (2.6)

However, for reacting gas mixtures, the total energy includes the total formation enthalpy

of the gases (see Eq. (2.27)). The formation enthalpy provides a mechanism for heat

addition or absorption in chemical reactions and will be considered later (Section 2.6).

The viscous stresses are given by

τxx = 0

τyy =
2

3
µ (2

∂uy

∂y
− ∂uz

∂z
)

τzz =
2

3
µ (2

∂uz

∂z
− ∂uy

∂y
)

τxy = µ
∂ux

∂y
= τyx

τxz = µ
∂ux

∂z
= τzx

τyz = µ (
∂uy

∂z
+
∂uz

∂y
) = τzy , (2.7)

whereµ is the first coefficient of viscosity. This formulation of viscous stresses assumes

negligible bulk viscosity since we are not concerned with the study of the structure of

shock waves and absorption and attenuation of acoustic waves [219]. The viscous heat
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fluxes are

qx = 0 ,

qy = k
∂T

∂y
,

qz = k
∂T

∂z
. (2.8)

The evaluation of the viscous transport coefficients,µ andk, depend on the specific gas

model and are modified when using an algebraic turbulence model. The evaluation of

these terms will be covered in Section 2.8 & 2.9.

Theω̇i terms in the source vectorQ, are the production rates of speciesi in volumeV

due to the chemical reactions taking place in the volume. The equations used to evaluate

these terms are given in Section 2.7.

2.5 Streamwise Pressure Gradient

When implementing a space-marching method for the PNS equations, it is necessary

to either remove or modify the streamwise pressure gradient term in the streamwise flux

vector (vector̂i in Eq. (2.3) ). An exact representation of the streamwise pressure gradient

permits information to be propagated upstream through subsonic portions of the flow-field

such as boundary layers. If this is the case, the subsonic areas of the flow become elliptic

in nature and may cause exponentially growing solutions known as “departure solutions”.

A simple method for preventing departure solutions is to omit the pressure gradient

term completely from the PNS equations in the subsonic regions of the flow. This ap-

proach will result in a stable space-marching scheme only if there are minimal streamwise

pressure gradients. Lubard & Helliwell [139] suggested retaining the pressure gradient

term and using a backward-difference formula for the streamwise pressure gradient term

in both the momentum and energy equations. This scheme prevents upstream information

propagation if the minimum streamwise step size is not less than a limit which can be of

the order of the thickness of the subsonic boundary layer [187]. Therefore, stable and

accurate solutions are difficult to produce with such a method.

Rubin & Lin [186] proposed the “sublayer approximation” technique where the pres-

sure gradient term in the subsonic viscous region is calculated at a supersonic point out-

side of the sublayer region. Schiff & Steger [194] applied this technique in a PNS code

and found that is was also prone to departure solutions for various cases.

One of the most effective methods to stabilise the PNS equations in subsonic flow

was by proposed by Vigneronet al. [228]. The stability analysis of the PNS equations

performed by Vigneronet al. and later extended by Daviset al. [51] showed that only a
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fraction(1 − ε) of the streamwise pressure term in the streamwise momentum equation,

is responsible for the upstream propagation of information. If this fraction is dropped,

the eigenvalues of the PNS equations will remain real, even in the subsonic regions thus

maintaining the parabolic/hyperbolic nature of the governing equations and stabilising the

space-marching procedure.

The remaining fraction,ε, is known as “Vigneron’s coefficient” and is given as,

ε = 1 , Mx ≥Mlimit ,

ε =
Φ γ M2

x

1 + (γ − 1)M2
x

, Mx < Mlimit , (2.9)

where the streamwise Mach number is denoted byMx and the limiting Mach number is

Mlimit =

√
1.0

1.0 + γ(Φ− 1.0)
. (2.10)

The termΦ is a safety factor which ranges from 0.75 for complex shock-boundary layer

interactions to 1.0 for simple boundary layer flows where there is less uncertainty in de-

termining the viscous stability limit (see Fig. 2.1).
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Figure 2.1: Fraction of the streamwise pressure gradient versus Mach number [121].

The inviscid streamwise flux vector then becomes




fiρux

ρu2
x + εp

ρuyux

ρuzux

ρEux + pux



î (2.11)

Even though this approach only retains as much of the streamwise pressure gradient

as a stability analysis permits, it is sometimes necessary to set the pressure gradient to
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0 for the first few space-marching slices in a space-marching scheme (that is, setε to 0)

[195, 216]. The presence of a pressure gradient during the first few space-marching slices

can cause solutions to become unstable. The number of slices that require the pressure

gradient to be set to 0 depends on the step size and problem. A trial and error method is

typically used to obtain the correct number of slices, however, 7 steps usually works well.

Other techniques for treating the streamwise pressure gradient have been proposed by

various investigators [136, 33, 26, 187], however, Vigneron’s seems to be the favoured

approach for single sweep space-marching schemes amongst the computational commu-

nity.

2.6 Thermodynamic Models

The PNS equations are supplemented with an equation of state which relates the pressure

to the density and internal energy as

P = P (ρ, e) . (2.12)

The evaluation of this function depends on the thermodynamic model used to define the

behaviour of the gas. The thermodynamic models used insm3dall assume that the gas

behaves as a perfect gas where intermolecular forces are considered negligible. The as-

sumption of a perfect gas only becomes invalid at very high pressures (p ≈ 1000 atm) or

at low temperatures (T ≈ 30 K). Under these conditions the distances between molecules

becomes small and intermolecular forces of attraction and repulsion become significant.

In the vast majority of gas-dynamic applications, the temperatures and pressures are such

that the perfect gas assumption can be applied with confidence [7].

For a mixture of perfect gases

p = ρR̃T . (2.13)

whereR̃ is the mixture gas constant which is defined as

R̃ =

NS∑
i=1

ρi

ρ
Ri =

NS∑
i=1

fiRi . (2.14)

Dalton’s law of partial pressures also applies to perfect gases where the pressure of a gas

mixture is equal to the sum of the partial pressures. This law can be expressed as

p =

NS∑
i=1

ρiRiT = ρR̃T , (2.15)
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where the density of the mixture is

ρ =

NS∑
i=1

ρi . (2.16)

These equations are applicable for both reacting and nonreacting perfect gas mixtures

which are both addressed in the following sections. We now consider the various thermo-

dynamic models of perfect gases used to define Eq. (2.12).

2.6.1 Calorically perfect gas model

The simplest thermodynamic model available insm3dis for a calorically perfect gas. A

calorically perfect gas is one where only translational and rotational modes of energy

contribute to the total internal energy of the gas. For such a gas, the enthalpy and internal

energy both hold linear relationship with the temperature of the gas such that,

h = CpT and e = CvT . (2.17)

The specific heatsCp andCv are constant for a calorically perfect gas and as a result, the

ratio of specific heatsγ = Cp/Cv, is also constant. The equation of state can then be

simply expressed as,

p = ρ(γ − 1)e . (2.18)

The calorically perfect model is usually adequate for low enthalpy flows where temper-

atures remain relatively low (below 1000 K for air [12, 79]). At higher temperatures

the specific heats are no longer constant and become functions of temperature due to the

excitation of the vibrational and electronic energy modes.

2.6.2 Vibrational Equilibrium Model

High temperature gas flow is often associated with the excitation of vibrational and elec-

tronic energy modes in individual species as well as the dissociation and recombination

of chemical bonds within molecules. Electronic excitation occurs in most molecules and

atoms at temperatures exceeding 6000 K [80]. For this reason electronic excitation is

not considered in the present study since the temperatures in the scramjet engines and

pulse facility nozzles being considered are well below this limit. However, vibrational ex-

citation and chemical dissociation/recombination can be quite prevalent between 1000K

and 6000K. This section deals with the modelling of equilibrium vibrational excitation

within gas mixtures leaving the modelling of chemical dissociation/recombination to the

following section (see Section 2.7).



2.6 Thermodynamic Models 27

The sensible energy (energy based on statistical mechanics [8]) of single species and

non-reacting gas mixtures in vibrational equilibrium, can be derived as a function of static

temperature. Solutions of these functions for various species can be found in tables where

the molar thermodynamic properties are listed against temperature [41, 147]. For com-

putational applications it is common to fit a polynomial equation to the tabulated specific

heat data and integrate this equation to get the molar thermodynamic quantitiesHo and

So. The nominal polynomial curve fits used forsm3dare those found in Oldenborget

al. [163] and the polynomial coefficients for these curves are reproduced in Appendix B.

The thermodynamic curve fits and reaction data for all the predominant species involved

in hydrogen combustion in air up to a temperature of 6000 K are presented in this source.

The polynomial used for the molarCo
p is expressed as,

Co
p/R

o = a1T
−2 + a2T

−1 + a3 + a4T + a5T
2 + a6T

3 + a7T
4 , (2.19)

where a different set of polynomial coefficients,a1...a7, are used for each species. Inte-

gration of the expression forCo
p will give the value of molar enthalpy at temperatureT

as

Ho =

∫ T

TR

Co
pdT +D , (2.20)

whereD is the integration constant that sets enthalpy to zero at the reference temperature

TR. Substituting Eq. (2.19) into Eq. (2.20) and solving gives,

Ho/Ro = −a1T
−1 + a2lnT + a3T + a4T

2/2 +

a5T
3/3 + a6T

4/4 + a7T
5/5 + a9 . (2.21)

The curve fits listed in reference [163] are referenced to a temperature of 298.15 K such

that the integration constanta9R
o in Eq. (2.21) is equivalent toD plus the heat of for-

mation at the standard reference temperature of 298.15 K. This poses a problem com-

putationally since we require the sensible energy of the gas to always maintain a positive

value for all temperatures. To maintain this condition, the expression for enthalpy was ref-

erenced to 0 K by deducting the heat of formation at 298.15 K and adding the difference

in enthalpy between 0 K and 298.15 K. In this form, all the species sensible enthalpies and

thus sensible internal energies, will be 0 at a temperature of 0 K. The formation enthalpy

at 0 K is not added here since it is accounted for later in the total energy equation (2.27).

If the molar specific heat at constant pressure in Eq. (2.19) is divided byT and then

integrated from temperatureTR toT , the difference in entropy between these two temper-
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atures is given as

So =

∫ T

TR

Co
p

T
dT +D . (2.22)

The corresponding polynomial function is,

So/Ro = −a1T
−2/2− a2T

−1 + a3lnT + a4T

+a5T
2/2 + a6T

3/3 + a7T
4/4 + a10 (2.23)

where this function evaluates to the entropy difference from a reference state of 0 K using

the polynomial coefficients from reference [163].

The Gibbs free energy,

Go = Ho − TSo , (2.24)

is used to calculate the equilibrium constant for a particular reaction as shown later in Eq.

(2.38).

The molar internal energy for each species can also be calculated using the equation

Eo = Ho − RoT . (2.25)

For a gas mixture, the specific sensible internal energy inJ/kg can be computed from the

individual species molar values at a given temperature from the equation

e =

NS∑
i=1

fi
Eo

i

Mi
, (2.26)

wherefi is the mass fraction of speciesi and is equivalent toρi/ρ.

The total specific energy is given as

E = e+
1

2
(u2

x + u2
y + u2

z) +

NS∑
i=1

(∆Ho
f )TR,i

Mi
fi , (2.27)

where(∆Ho
f )TR,i is the molar heat of formation of speciesi at the reference temperature

TR = 0 K. This term provides the mechanism for energy absorption and release due to

chemical reactions.

The other common method for accounting for the heat of reaction is to use a published

value of the heat of reaction for a particular reaction. The energy added or consumed by

the reaction is then determined by multiplying the heat of reaction term by the reaction
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rate. These quantities are then summed over all reactions and added as an energy source

term in the governing equations (Eq. (2.5) ). The method of calculating the heat of

reaction from heats of formation is used insm3dbecause heat of reaction data is not as

consistent between published data sets.

In Eq. (2.27), the total specific energy is written as a function of temperature, flow

speed and species mass fractions. However, in the solution procedure, it is necessary to

calculate the temperature, given the total specific energy, flow speed and mass fractions.

Since the energy equation for vibrational equilibrium is expressed as a polynomial and

can not be rearranged to give a simple expression for the temperature, an iterative se-

cant method is used to find the temperature to within a set tolerance. To increase the

convergence rate of the secant method, an initial guess is obtained from a look up ta-

ble of energies and corresponding temperatures for the gas mixture contained within the

cell. The look up table is only used for computational cells where no previous time step

temperature exists for the cell.

Once the temperature of the gas mixture has been determined, the remaining non-

conservative properties can be calculated. The pressure is given by Dalton’s law as dis-

cussed earlier (see Eq. 2.15). The frozen speed of sound [76] is used for all computations

in the current code and is defined as

a2 = γ
p

ρ
=

(
Cp

Cp − R̃

)
R̃T , (2.28)

where

Cp =

NS∑
i=1

fi

Co
p,i

Mi
. (2.29)

Note that theγ used is the ratio of specific heats corresponding to the internal energy

being in thermodynamic equilibrium.

2.6.3 Fast Equilibrium Models

In addition to the general vibrational equilibrium model presented above, three extra mod-

els have been included in the code to model nitrogen and air in thermodynamic equilib-

rium. These models have been specifically written to be computationally efficient. An

iterative solver is included in each model to solve for temperature given the specific inter-

nal energy and density.

The first model is for non-dissociating nitrogen in vibrational equilibrium and is lim-

ited to gas temperatures where nitrogen dissociation does not occur (approximately below

4000K at 1 atm.). The specific internal energy of nitrogen is given by a simple relation
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that sums the components of translational and vibrational energy as

eN2 =


2.5 +

θvib

T

exp

(
θvib

T

)
− 1.0


RN2T , (2.30)

whereθvib is the characteristic temperature for the vibrational mode of nitrogen (3389 K).

The second model is used to calculate the mixture internal energy of dissociating

nitrogen in thermodynamic equilibrium up to temperatures of 15000 K [171]. Given

a temperature and density, it works out the equilibrium mass fractions of N and N2, and

then the mixture internal energy using a series of curve fits for several temperature ranges.

This model has limited applicability at large temperatures because it does not consider

ionization.

Lastly, an equilibrium air model is included which models non-dissociating air in

thermodynamic equilibrium [203]. The model is based on a set of curve fits for oxygen

and nitrogen.

2.7 Chemistry Model

The species production termsω̇i in Eq. (2.1) represent the production rate of speciesi in

a cell volume due to the chemical reactions taking place in that cell. All of the reaction

schemes used in this thesis for modelling hydrogen combustion are presented in Appendix

C. Each of these schemes is made up of reactions describing paths for dissociation and

recombination of the chemical species present in the test flow. Each reaction set has the

general form,

NS∑
i=1

α′
ijZi
−→
←−

NS∑
i=1

α′′
ijZi (j = 1, 2, ..., NR) , (2.31)

whereZi are the chemical symbols andα′, α′′ are the reactant and product stoichiometric

coefficients respectively. Total species production rates,ω̇i, are determined by summing

the contributions from each contributing reaction. Each reaction is assumed to be gov-

erned by a “law-of-mass-action” expression where the rate constants can be determined

from a temperature dependent Arrhenius law. The net rate of change of concentration of

speciesi by reactionj is given by

(Ċi)j = (α′′
ij − α′

ij)

(
kf,j

NS∏
l=1

C
α′

lj

l − kr,j

NS∏
l=1

C
α′′

lj

l

)
, (2.32)
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wherekf , kr are the forward and reverse reaction rates respectively andC are the species

concentrations. The rate change in concentration of speciesi by NR reactions is then

found by summing the contributions from each reaction which is written as

Ċi =

NR∑
j=1

(Ċi)j . (2.33)

Finally, the production rate of speciesi in kg/(m3.s), is found from

ω̇i = ĊiMi , (2.34)

whereM is the molecular weight in kg/mol.

The forward reactions rates are computed from the modified Arrhenius law

kfj
= AjT

Njexp

(−θj

T

)
. (2.35)

for each reactionj, whereAj andNj are constants for reactionj, andθj is the activation

temperature in Kelvins. The activation temperature is equal to the activation energy of

the reaction divided byRo. The reverse rate can be found given the forward rate and

equilibrium constantKj for each reactionj as

krj =
kfj

Kj
. (2.36)

The equilibrium constant is a function of the difference between Gibbs free energy of the

reactants and products and temperature as given by

Kj =

(
RoT 106

patm

)lj

exp

(−∆Go
j

RoT

)
. (2.37)

In the above equation,lj is equal to the integer sum of the stoichiometric coefficients of

the reactants minus the sum of coefficients of the products for reactionj. The standard

Gibbs free energy difference for the reactionj is,

∆Go
j =

NS∑
i=1

α′′
ijG

o
i −

NS∑
i=1

α′
ijG

o
i . (2.38)
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2.8 Transport Coefficients

The coefficients of viscosity and thermal conductivity contained in the viscous terms of

Eq. (2.1) are composed of laminar and turbulent components.

µ = µlam + µturb (2.39)

k

Cp
=

µlam

Pr
+

µturb

Prturb
(2.40)

If the flow is completely laminar then the turbulent components are set to 0.

The laminar coefficient of viscosity is calculated using Sutherland’s simple formula

for single species gases [211]. The formula can be written as

µlam = A
T 3/2

T +B
(2.41)

whereA andB are gas dependent constants andT is the static temperature of the gas in

Kelvins. The coefficients for various gases are listed in Table 2.1 with a temperature range

Table 2.1: Sutherland’s viscosity coefficients from [85], [40]∗.

Gas A B T range for
kg.m−1.s−1.K−0.5 K 2% error

Hydrogen, H2 6.899× 10−7 97 220-1100
Helium∗, He 1.461× 10−6 79
Carbon Monoxide, CO 1.503× 10−6 136 130-1500
Nitrogen, N2 1.400× 10−6 107 100-1500
Air 1.461× 10−6 111 170-1900
Oxygen, O2 1.753× 10−6 139 190-2000
Argon, Ar 1.964× 10−6 144 120-1500
Carbon Dioxide, CO2 1.503× 10−6 222 190-1700

of applicability. The Sutherland formula is valid for single component gases, however, air

is included because its two principal components, oxygen and nitrogen, are nearly iden-

tical diatomic molecules. For gas mixtures that are composed of dissimilar components,

the mixture viscosity varies strongly with species concentration.

The viscosity of a gas mixture is given by the approximate mixing rule of Wilke [238].
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Pure species viscosities are combined using the equation

µlam =
Ns∑
i=1

Xiµi

Ns∑
j=1

Xjφij

, (2.42)

whereXi is the mole fraction of speciesi, andφij is defined as

φij =
1√
8

(
1 +

Mi

Mj

)− 1
2

[
1 +

√
µi

µj

(
Mj

Mi

) 1
4

]2

. (2.43)

The mole fractions are computed from the species densities and molecular weights.

Xi =
ρi/Mi

NS∑
j=1

ρj/Mj

(2.44)

The individual species coefficients of viscosity,µi, in Eq. (2.42) are given by an equa-

tion derived by Hirschfelderet al. [88], rather than the Sutherland’s equation. The

Hirschfelderet al. equation was used because the constants in the equation are readily

available for a wide range of species. However, the number of numerical computations

required to solve this equation is higher than that of Sutherland. The equation proposed

by Hirschfelderet al. [88] is

µi = 2.6693× 10−6

√
MiT

σ2
i Ω

(2,2)
i

, (2.45)

whereσi is the collision diameter in(
◦
A), andΩ(2,2) is the elastic collision integral of

speciesi. The collision integral for speciesi can be expressed as an empirical function

[160] of the reduced temperatureT ∗

Ω
(2,2)
i = [A(T ∗)−B] + C[exp(−DT ∗)] + E[exp(−FT ∗)] , (2.46)

where the reduced temperature is

T ∗ =
kBT

εi
, (2.47)

and the constants are

A = 1.16145, B = 0.14874, C = 0.52487,

D = 0.77320, E = 2.16178, and F = 2.43787. (2.48)
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Equation (2.46) is applicable over the range0.3 ≤ T ∗ ≤ 100 with an average deviation

of only 0.064 percent. For species that take part in hydrogen combustion with air, this

reduced temperature range translates to a real temperature range of approximately 87 K

≤ T ≤ 3700 K. This range is based on the heaviest and lightest substances in the range

of species present.

The collision diameterσi and the characteristic energyεi are molecular constants for

the Lennard-Jones 6-12 intermolecular potential function. Tabulated potential parameter

data (εi/kB andσi) for various species are found in [212]. The potential parameters for

the species that are involved in air-hydrogen combustion are listed in Appendix D.

The thermal conductivity coefficientklam is calculated for a single species gas using

the Reynolds analogy assuming a constant Prandtl number.

klam =
µlamCp

Pr
(2.49)

For multi-species gas mixtures, the same equation is used where a constant Prandtl num-

ber is assumed andµlam andCp are the mixture values.

2.9 Turbulent Viscosity and Thermal Conductivity

A popular approach for modelling turbulent hypersonic flow is to employ algebraic tur-

bulence models rather than one-equation and two-equation models. Algebraic turbulence

models are attractive because of their efficiency, simplicity, and robustness. Also, more

sophisticated models require larger storage space and a greater number of numerical com-

putations. Complicated turbulence models have been shown to offer only minimal flow

modelling improvements for attached flows [95, 231, 49].

Two well known algebraic models were developed by Cebeci & Smith [37] (CS) and

Baldwin & Lomax [20] (BL). An evaluation of these models for supersonic and hyper-

sonic flows is presented by Shirazi & Truman [195]. This study shows that the differences

in the two models are due to the near-wall damping term used, the outer eddy-viscosity

formulation, and the effects of outer-layer intermittency. They are both two layer eddy-

viscosity model formulations, primarily differing in the choice of length and velocity

scales in the outer layer. The CS turbulence model uses the displacement thickness as

the length scale, and the BL turbulence model uses a length scale based on the vortic-

ity distribution. For complex separated flows it is not a simple matter to determine the

displacement thickness, so for this reason the BL model is used insm3d.
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The BL model expresses the turbulent viscosity coefficientµturb in Eq. 2.39, as a two

layer formulation given by

µturb =

{
(µturb)inner if d ≤ dc

(µturb)outer if d > dc

, (2.50)

whered is the local distance measured normal to the body surface, anddc is the smallest

value ofd at which the values from the inner and outer region formulae are equal (see Fig.

2.2).

Figure 2.2: Switching from inner to outer value of eddy viscosity.

The body surface distance for three-dimensional right angle corner flows can be ap-

proximated with a “modified distance” equation that was suggested by Hung & MacCor-

mack [98]. The equation for the “modified distance” is

d =
2yz

(y + z) +
√
y2 + z2

. (2.51)

This equation accounts for the size of the turbulent eddy or the turbulent mixing length

near a corner under the influence of both they andz walls.

The inner layer turbulent viscosity in Eq. (2.50) is given by,

(µturb)inner = ρl2|ω| , (2.52)

where

l = kd[1− exp(−d+/A+)] . (2.53)

The square bracketed term in the above equation is the van Driest damping term (denoted

asD from here on). This is the original damping term that appeared in the paper by Bald-

win & Lomax [20], which was derived for incompressible flow. The damping term can be

modified to include compressibility effects that can be quite prevalent in the inner layer



36 Computational Flow Solver

of hypersonic flows. The van Driest damping term for compressible flow as presented by

Cebeci & Smith [37] is,

D = 1− exp

[−d+(ρ/ρwall)
1/2(µwall/µ)

A+

]
. (2.54)

The compressible damping term was used insm3dsince it gives appreciably better results

for turbulent compressible flow [195]. Shirazi & Truman [195] note that the difference

in results between the CS model and the BL model is almost entirely due to the form

of damping used. For corner flows, calculation of the damping term is based on the

proximity to neighbouring walls. Referring to Fig. 2.3, the damping term in regions 1 and

2 is evaluated from the wally = 0, and in regions 3 and 4, the wallz = 0.

Figure 2.3: Division of computational space for turbulent calculations.

The law of the wall coordinate in the damping term,d+, is given by

d+ =

√
ρwallτwall d

µwall
(2.55)

and the magnitude of vorticity in three-dimensions is equal to,

|ω| =
√(

∂u

∂y

)2

+

(
∂v

∂z
− ∂w

∂y

)2

+

(
∂u

∂z

)2

. (2.56)

where the streamwise terms have been neglected. For the outer layer,

(µturb)outer = KCcpρFwakeFKleb(d) , (2.57)
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whereFwake is the smaller of

Fwake =

{
dmaxFmax

Cwkdmaxu
2
diff/Fmax

. (2.58)

The termdmax is the value ofd corresponding to the maximum value ofF , Fmax, where

F (d) = d|ω|D (2.59)

andFKleb is the Klebanoff intermittency factor given by

FKleb = [1 + 5.5(CKleb/dmax)
6]−1 . (2.60)

The search forFmax and its correspondingdmax in corner regions proceeds outward from

the wall as shown in Fig. 2.3. The search proceeds either fromy = 0 for region 4, or

from z = 0 for region 1. The values ofFmax in regions 2 and 3 are constants, equal to the

value ofFmax at m and n, respectively.

The quantityudiff in Eq. (2.58) is the difference between maximum and minimum

total velocity along a line of ascendingd. The value ofudiff for boundary layer flows

where the minimum velocity is 0 is given by

udiff = (
√
u2 + v2 + w2)max . (2.61)

Transition to turbulence can be simulated by setting the computed value of turbulent

viscosity,µturb, equal to zero until the maximum in the profile normal to the wall is less

than a specified value, that is,

µturb = 0.0 if (µturb)max. in profile < Cmutm µ∞ . (2.62)

The values of the constants appearing in Eqs. (2.53) to (2.62) are listed in [20] as

A+ = 26, Cwk = 1.0, (2.63)

Ccp = 1.6, k = 0.4,

CKleb = 0.3, K = 0.0168,

P rturb = 0.9, Cmutm = 14 .

Two modifications proposed by Degani & Schiff [52] were made to the BL model to

increase the accuracy of modelling cross-stream separated flow regions. The first modifi-

cation involved a method for determining the length scale in strong vortical flows. Strong
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vortical flows can exist in regions of large separated boundary layers. In these types of

vortical flow, two or more maximum values of the functionF (d) (see Eq. (2.59) ) can

exist with the outermost maximum being the largest. The selection of the largestFmax

can result in an outer eddy viscosity that is as much as two orders of magnitude too high.

To avoid this, Degani & Schiff [52] selected the first maximum closest to the wall where

the value ofF (d) drops to less than 90% of the local maximum asd increases (see Fig.

2.4).

Figure 2.4: Selection of correctF (d) in separated flow.

The second modification proposed by Degani & Schiff [52] simplifies the determi-

nation ofFmax anddmax at separation points. TheFmax value can rapidly increase at

separation points due to the merging of recirculating flow from vortex structures and at-

tached boundary layers. This merging produces high values ofFmax at the outer regions of

the merging region and blends the inner peak inFmax such that it can not be determined.

On each ray ofd (except on symmetry planes), a cutoff distance is specified in terms of

thedmax value from the previous ray

dcutoff(ζ) = 1.5 dmax(ζ −∆ζ) , (2.64)

whereζ is the coordinate along the wall in the cross flow plane. The distance∆ζ is the

distance between cell centres. If no peak inF (d) is found along a ray ford ≤ dcutoff , the

values ofFmax anddmax are taken from those found on the previous ray.

Once the turbulent viscosity coefficient is determined, the coefficient of thermal con-

ductivity is calculated using Eq. (2.39). The turbulent Prandtl number is assumed to be

0.9 for both reacting and non-reacting systems.

2.10 Finite-Volume Discretization

The integral in Eq. (2.1) is evaluated over the computational domain in finite-volumes.

These volumes are hexahedral cells as shown in Fig. 2.5. If the cell volumes are denoted
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V and the area of each face asdS, then the integral Eq. (2.1) can be written as

V
∂ < U >

∂t
+

∮
S

F · n̂xdS +

∮
S

F · n̂ydS +

∮
S

F · n̂zdS =

∫
V

QdV, (2.65)

where< U > are the cell averaged values of the conserved variables stored for each cell

at the centroid. Applying this equation to a six-sided cell and using average fluxes at the

mid-points of each interface, the semi-discrete approximation to the governing equations

becomes,

d < U >

dt
+

1

V

[
Fix− 1

2
· n̂ix− 1

2
dSix− 1

2
+ Fix+ 1

2
· n̂ix+ 1

2
dSix+ 1

2
+ (2.66)

Fiy− 1
2
· n̂iy− 1

2
dSiy− 1

2
+ Fiy+ 1

2
· n̂iy+ 1

2
dSiy+ 1

2
+

Fiz− 1
2
· n̂iz− 1

2
dSiz− 1

2
+ Fiz+ 1

2
· n̂iz+ 1

2
dSiz+ 1

2

]
= < Q > .

To evaluate the terms is this equation, the cell geometry is defined by the cell face nor-

mals, areas, and volumes. The Cartesian coordinate system (x, y, z) is used to define the

positions of the cell vertices along with the normalized (ξ, η, ζ)-coordinate system (see

Fig. 2.5). The marching directionξ is approximately aligned with the supersonic flow

direction. The dashed vertices (a′, b′, c′, d′) define the upstream face of the cell while the

undashed vertices define the corresponding downstream face.

Cell faces that have all of their vertices in a singleξ = constant plane are called

XFaces within the code.Y Faces andZFaces have all of their vertices inη = constant

and ζ = constant planes respectively. The cycleabcd is chosen to correspond to an

XFace having its unit normal positive in theξ (streamwise) direction (see Fig. 2.6).

Figure 2.5: Finite-volume cell with coordinate directions and vertex labels.
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Figure 2.6: XFace, Y Face andZFace vertices with unit normal and tangent vectors.

To get the geometric properties of anXFace, four edge vectorsare defined as

ad = (xd − xa)̂i + (yd − ya)̂j + (zd − za)k̂ , (2.67)

ab = (xb − xa)̂i + (yb − ya)̂j + (zb − za)k̂ ,

cb = (xb − xc)̂i + (yb − yc)̂j + (zb − zc)k̂ ,

cd = (xd − xc)̂i + (yd − yc)̂j + (zd − zc)k̂ .

The face is split into two triangular facets and thearea vectors

A1 = ad× ab (2.68)

A2 = cb× cd

are computed, with theaveragearea vector of the face being defined as

A =
1

2

(
A1 + A2

)
. (2.69)

From this, the nominal surface area of the face is

dSix+ 1
2

= |A| , (2.70)

and the corresponding unit normal is

n̂ix+ 1
2

=
A

|A| . (2.71)
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Figure 2.7: Finite-volume cell showing the unit normal at each interface.

Two tangent vectors can then be defined as

t̂1 =
n̂× ad

|n̂× ad| , t̂2 = n̂× t̂1 . (2.72)

Similar quantities can be defined for theY Faces using verticescc′b′b and theZFaces

using verticesabb′a′ (see Fig. 2.6).

The volume of each cell is computed by summing the volume of the six tetrahedrons

that are contained within the cell (see Fig. 2.8). The volume of each tetrahedron is

computed using a vector triple product

Vit =
1

6
d · (a× b) , (2.73)

and the centroid is evaluated as an average of the vertex coordinates

Pit =
1

4

(
P1 + P2 + P3 + P4

)
, (2.74)

whereP1 to P4 are the position vectors of the vertices (see Fig. 2.9). The original

(hexahedral) cell volume is then evaluated as

V =

6∑
it=1

Vit , (2.75)
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and the centroid is defined as

P =
1

V

6∑
it=1

PitVit . (2.76)

2.11 Flow-Field Reconstruction & Inviscid Flux

Calculation

To solve the semi-discrete form of the governing Eq. (2.66), the fluxes across the cell

faces need to be evaluated. The evaluation of the inviscid fluxes will be covered in this

section, followed by a discussion of the viscous flux calculation procedure in the proceed-

ing section.

Inviscid fluxes on the cell faces are calculated after reconstructing a flow state de-
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Figure 2.8: Dissection of the hexahedral cell into six tetrahedrons. The faces of the original cell
are shaded.
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Figure 2.9: Tetrahedron with edge vectors labelled.

scription from the cell-averaged values. The reconstruction process converts known cell-

averaged flow properties(ρ, ux, uy, uz, e, p and fi), into point-wise data located at the

middle of each bounding face of the control volume. The accuracy of reconstructing the

primitive-variable field at the cell faces determines the spatial accuracy of the solution

[226].

2.11.1 XFace Inviscid Fluxes

The reconstruction of the flow states on the downwindXFace cell-interfaces (denoted

with the subscriptix+ 1
2
), is an extrapolation from the cell-averaged values of the previous

two upwind upwind cells (i − 2), (i − 1) and the current cell (i) (see Fig. 2.10). The

interface
interface

downwind
upwind

ii-1i-2

supersonic
flow direction

(2D) || Print ||  8 Jul 1996 ||

interface
interface

downwind
upwind

ii-1i-2

supersonic
flow direction

Figure 2.10: Cells used for upwind extrapolation of interface fluxes on the downwind interface
XFaceix+ 1

2
.

extrapolation is done separately for each of the flow variables and species mass fractions,

then the estimated flow-field properties are combined to form the cell-interface inviscid

fluxes. The fluxes for the upwindXFaceix− 1
2

are simply the values from the steady-
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state solution of the previous upwind cell. This characteristic-based (upwind) approach

is stable for calculatingXFace fluxes since the supersonic core flow in the x-direction

is hyperbolic and the subsonic regions are treated with pressure splitting making them at

least parabolic.

The extrapolation technique used is the Monotone Upstream-centred Scheme for Con-

servation Laws approach, or MUSCL [226], which is spatially second order accurate. As

an example, the downwind cell-interface value for density would be,

ρint = ρi +
1

4
[(1− κ)(∆−)i + (1 + κ)(∆+)i] , (2.77)

where

(∆−)i = MINMOD(∆i, β∆i+1) ,

(∆+)i = MINMOD(β∆i,∆i+1) , (2.78)

and

∆i−1 = ρi−1 − ρi−2 ,

∆i = ρi − ρi−1 , (2.79)

∆i+1 = ∆i + ∆i − (∆i−1) .

The current cell-averaged value isρi, the next upwind value isρi−1 and the next value is

ρi−2 (see Fig. 2.10). The MUSCL scheme used here [16] is slightly modified from the

original [226]. The downstream gradient∆i+1 is approximated using the two upstream

gradients. This limits the accuracy of the scheme to second order. The MUSCL parameter

κ is set to−1 making it a fully upwind scheme and the compression parameter for the

limiter is set toβ = 2 .

The minimum modulus (MINMOD) limiter function returns the argument with the

minimum magnitude if both arguments have both the same sign and returns zero other-

wise. The purpose of the limiter is to maintain stability and eliminate numerical oscilla-

tions in regions with large gradients of flow variables. TheMINMOD limiter is compu-

tationally efficient, but it does not resolve contact discontinuities well and can cause limit

cycles in the convergence process. Many other limiters are available and a good treatment

of the different types is given in Sweby [214].

Once the fluxes are calculated for theXFace cell-interfaces, Vigneron’s pressure

splitting is applied. The fraction of the pressure that is dropped from the face stream-

wise momentum term (Eq. 2.9 ), is determined from the cell-centre flow terms rather

than the reconstructed face terms. This is done so that a nonphysical acceleration caused

by a variation inε across the cell does not result [156].
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2.11.2 Inviscid Boundary Conditions

Before the cross-stream fluxes are determined, boundary conditions are applied around

the duct walls by setting up a layer of ghost cells (two deep) along each boundary (see

Fig. 2.11). The flow properties in the ghost cells are determined from the interior cells

Figure 2.11: Ghost and secondary cells used for the calculation of boundary conditions and vis-
cous derivatives respectively.

and/or the free-stream conditions depending upon the imposed bounding condition. The

boundary conditions are updated every iteration in time.

Each of the four walls bounding the flow domain can be set to a different condition.

The four walls are denotedNorth, South, East & West which correspond to the top,

bottom, right and left walls respectively looking from the inflow plane downstream (for

grid corners defined in the order shown in Section 2.14). The boundary conditions that

are available are:

• supersonic inflow condition

• solid wall with inviscid (slip) tangency condition

• solid, no-slip, adiabatic wall

• solid, no-slip, fixed temperature wall

When calculating the inviscid fluxes, the inviscid boundary condition is applied, where

the velocity vector is found by reflecting the component normal to the cell face (except

for a supersonic inflow boundary condition). The first ghost cell to the wall contains the
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reflected velocity vector from the first interior cell. The second ghost cell contains the

reflected velocity vector from the second interior cells. The wall normal is used to find

the normal components of the velocity vectors. The temperature, internal energy, pres-

sure, mass fractions and sound speed are all copied from the source cell. A supersonic

inflow condition is applied by filling the ghost cells with the specified free-stream quanti-

ties. The reconstruction procedure may then be applied (uniformly) across the entire slice

irrespective of an interface lying on the domain boundary.

2.11.3 Cross-Stream Inviscid Fluxes

The calculation of the cross-stream interface fluxes is a little more involved than the calcu-

lation of the streamwise fluxes because there is no dominant (supersonic) flow direction.

The cross-stream interfaces,iy ± 1
2

and iz ± 1
2
, require a more robust flux calculation

procedure so that oblique shocks within the flow can be captured without large oscilla-

tions in the flow properties. Here, a Godunov-type scheme is used which is based on

MUSCL reconstruction of the flow properties on the “left” and “right” sides of the inter-

face, followed by the application of an approximate Riemann flux calculator to resolve

differences at each of the interfaces. The details of the flux calculator will be covered in

the proceeding section.

The generalised MUSCL reconstruction scheme [16] is again applied independently

to each of the primary flow variables to give estimates of the flow properties on each side

of the cell interfaces. This approach is very similar to the technique used to calculate

the fluxes on theXFaces, however, an extrapolation version of MUSCL was used for

theXFaces that gave estimates of the interface values directly and was only second-

order accurate. For theY Face andZFaces, a third-order interpolation scheme is used

to calculate left and right states. As an example, the density estimates either side of the

iy + 1
2

interface are

ρL = ρiy,iz +
1

4

[
(1− κ)(∆−)iy,iz + (1 + κ)(∆+)iy,iz

]
, (2.80)

ρR = ρiy+1,iz − 1

4

[
(1 + κ)(∆−)iy+1,iz + (1− κ)(∆+)iy+1,iz

]
,

where

(∆−)iy,iz = MINMOD(∆iy,iz, β∆iy+1,iz) , (2.81)

(∆+)iy,iz = MINMOD(β∆iy,iz,∆iy+1,iz) ,
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and

∆iy,iz = ρiy,iz − ρiy−1,iz . (2.82)

The compression parameter for the limiter is set toβ = 2 and the spatial accuracy constant

is set toκ = 1/3, giving third-order accurate interpolation. Note that the reconstruction

is applied independently in theη andζ directions.

In order to apply a one-dimensional flux calculation procedure, the local flow veloci-

ties of the interpolated left and right states are rotated into a local frame of reference. In

this frame of reference the “local streamwise” direction is aligned with the unit normal

for the particular cell interface. This is done by taking the dot product of the velocity with

each of the unit vectors associated with the interface

un = uxnx + uyny + uznz , (2.83)

ut1 = uxt1x + uyt1y + uzt1z ,

ut2 = uxt2x + uyt2y + uzt2z .

The normal and tangential velocities of the left and right state are then given to the flux

calculator along with the other interpolated flow properties. The interface flow properties

estimated by the flux calculator are rotated back to the global Cartesian coordinates using

ux = unnx + ut1t1x + ut2t2x , (2.84)

uy = unny + ut1t1y + ut2t2y ,

uz = unnz + ut1t1z + ut2t2z ,

and then combined to form the inviscid flux components of Eq. (2.66).

2.11.4 Approximate Riemann Flux Calculator

The cross-stream inviscid fluxes between cells are calculated using the Osher type up-

wind approximate Riemann solver of Jacobs [107] and the efficient linearized flux solver

of Toro [223]. Regions of slowly varying data are solved using Toro’s linearized solver

[223] since it requires very few computational calculations and produces reasonable re-

sults in regions of applicability. For the remainder of the flow domain, an implementation

of Jacobs’ approximate flux calculator [107] is used without the strong-shock stage. Ja-

cobs’ solver is very similar to Osher’s robust approximate Riemann solver [167], and it

has been shown to be accurate in inviscid and viscous flows [105, 109]. It has the ability

to capture shock waves and other sharp features with optimal resolution and with reduced

spurious oscillations of traditional finite-difference methods with artificial viscosity. Its

conservative character ensures correct positions of the computed shock waves and its ro-
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bustness ensures good stability in high gradient flow situations. When used in conjunction

with Toro’s linearized solver, a computationally efficient scheme results that retains the

robustness of Osher’s solver.

The implementation of the solver scheme is broken up into two stages. First, the

intermediate states between the left and right running waves are calculated, then the in-

terface state is selected or interpolated from the intermediate states and the left and right

states. Toro’s solver [223] is used initially in the first stage to calculate the pressure and

the velocity in the intermediate region. The applicability of Toro’s solver can then be

determined from the intermediate states. The intermediate region and Toro’s solution can

be described as follows.

The Riemann problem solution can be considered to contain four constant states sep-

arated by three waves as shown in Fig. 2.12. The left and right running waves can either

Figure 2.12: Structure of the exact solution to the Riemann problem for the time-dependent, one-
dimensional Euler equations (U represents the state vector).

be shocks or rarefactions and the middle wave is always a contact discontinuity. Toro’s

linearized solver solves approximately for the intermediate region between the left and

right waves denoted as the star region, where the pressure and velocity remain constant

and the density undergoes a change across the contact. The solution proposed by Toro is,

u∗ =
1

2
(uL + uR)− (pR − pL)/(2ρ̄ā) (2.85)

p∗ =
1

2
(pL + pR)− 1

2
ρ̄ā(uR − uL) (2.86)

ρ∗L = ρL + (uL − u∗)ρ̄/ā (2.87)

ρ∗R = ρR + (u∗ − uR)ρ̄/ā , (2.88)

where the average density and sound speed between the left and right state is given as,

ρ̄ = (ρLρR)
1
2 , and ā =

1

2
(aL + aR) . (2.89)
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A beneficial feature of the solution proposed by Toro is that for the case of an isolated

contact discontinuity travelling with speedu∗ = uL = uR the solution is exact.

The linearized solver of Toro is intended to only be used in regions of slowly varying

data. The suggested criteria for the application of the solver is,

pmin ≤ p∗ ≤ pmax (2.90)

−pmin ≤ ρ̄ā(uL − uR) ≤ pmin , (2.91)

wherepmin andpmax are the minimum and maximum ofpL andpR. This ensures that

the solver is never applied to cases where (a) the left and right moving waves are both

rarefactions or shocks, and (b) the pressure ratio across the left and right state exceeds 2.

The criteria for applying Toro’s solution can be checked after the intermediate pres-

sure and velocity are calculated (p∗, u∗). If it is applicable, the rest of the intermediate

flow variables are calculated. If not, Jacobs’ solver [107] is applied to calculate the in-

termediate flow variables. Once the intermediate states are calculated, the position of the

interface state in relation to the Riemann solution is determined. The position of the in-

terface is essentially determined from the wave speeds of the left and right waves. If the

interface is found to straddle an expansion fan, linear interpolation is used to calculate

the flow velocity and then the isentropic relations are used to calculate the remaining flow

properties [134].

When implementing the flux solver for chemically reacting flows, the chemistry is as-

sumed to be frozen as the flow variables are convected across the interface. Jacobs’ solver

[107] is modified for chemically reacting flow where a difference inγ occurs across the

interface by using a Roe averagedγ for calculating the Riemann invariants [68]. The

Osher solver [167], on which Jacobs’ solver is based, was derived for an ideal nonreact-

ing gas and as a result produces small oscillations in the solution variables in regions of

concentration gradients [57]. By using a Roe averagedγ,

γ̄av =

√
ρLγL +

√
ρRγR√

ρL +
√
ρR

, (2.92)

when calculating the Riemann invariants, the magnitude of the oscillations can be reduced

to a magnitude of less than 1% of the nominal value of the variables [57].

The mass fluxes of the species are constructed from the calculated cell interface ve-

locity and the species densities from the left or right cell centres. If the interface velocity

is positive, the species fluxes are composed of the species densities on the left side of the

interface. For negative velocities, the species densities on the right side of the interface

are used.
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2.12 Calculating the Viscous Fluxes

The viscous fluxes are calculated from numerical approximations of the velocity and tem-

perature derivatives in Eqs. (2.7) and (2.8). The transport coefficients also need to be

calculated, however, they can be determined from functions of the explicitly specified gas

state at the interfaces and domain boundaries.

The divergence theorem is used to calculate the derivatives at cell vertices. The deriva-

tives at each of the four vertices making up each cell face are then averaged to get the

interface derivative. The divergence theorem can be written as

1

V

∫
V

∇φ dV =
1

V

∮
(φ n̂)dA , (2.93)

whereφ represents some arbitrary scalar variable.

The divergence theorem can be used to calculate viscous derivatives at cell vertices

by forming secondary cells around each vertex. The secondary cells provide a control

volume for which the divergence theorem can be explicitly applied. The cell centres of the

current, upwind and downwind primary cells, form the vertices of two slices of secondary

cells (see Fig. 2.11). Therefore, for each primary cell, four upstream and four downstream

secondary cells need to be formed. The flow propertiesux, uy, uz andT at the cell centres

of the primary cells are copied to the vertices of the secondary cells and the areas, volumes

and unit normals on the faces of the secondary cells are then calculated. The vertices of

secondary cells on the boundaries of the computational domain are constructed using the

primary cell centres of the cells nearest to the boundary and the centres of the cell faces

that form the boundaries. These cells constitutes a half cell; similarly, corner secondary

cells are quarter cells.

The semi-discrete form of the divergence theorem can be applied to the secondary

cells as

(
∂φ

∂x

)
i,j

=
1

4

1

Vi,j

face 6∑
i=face 1

Ai(n̂i.̂i)(φ
1 + φ2 + φ3 + φ4) , (2.94)

(
∂φ

∂y

)
i,j

=
1

4

1

Vi,j

face 6∑
i=face 1

Ai(n̂i .̂j)(φ
1 + φ2 + φ3 + φ4) ,

(
∂φ

∂z

)
i,j

=
1

4

1

Vi,j

face 6∑
i=face 1

Ai(n̂i.k̂)(φ1 + φ2 + φ3 + φ4) ,

(2.95)

whereVi,j is the volume of the secondary cell, faces 1 to 6 are the six faces of the sec-

ondary cell, andφ1, φ2, φ3, φ4 are the flow variables at the four vertices of each secondary
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cell face. The derivatives evaluated at the centres of the secondary cells are then copied

to the primary cell vertices. The four vertex values making up each cell face are then

averaged to get the derivative values at the primary cell interfaces.

2.12.1 Viscous Boundary Conditions

Viscous derivatives and transport coefficients are calculated at the computational domain

boundaries by applying viscous boundary conditions. Boundary conditions are applied by

setting the flow properties at the cell interfaces that form the domain boundaries. When

the boundary conditions are set to solid, no-slip, adiabatic or isothermal walls, all the

velocity components are set to zero at the boundary interfaces. Isothermal or adiabatic

wall conditions can be set by maintaining a fixed temperature on the boundary interfaces

for isothermal conditions or by setting the temperature to the adjacent primary cell centred

value for adiabatic conditions.

If a solid wall with an inviscid tangency condition is selected, cell-centred values of

the first inviscid ghost cell and the first adjacent interior cell are averaged to form the

boundary interface values. This condition would be set for a plane of symmetry.

A viscous supersonic inflow condition is the same as the inviscid condition where the

boundary interface flow properties are set to the free-stream values.

2.13 Time Integration for Each Slice

The simplest way of integrating the governing equations is to use an explicit time-stepping

scheme. Once the time differentials of dependent flow variables for each cell in the slice

are obtained from Eq. (2.66), the solution is stepped forward in time by a small amount

∆t by applying the scheme

Un+1 = Un + ∆t
dUn

dt
. (2.96)

This simple scheme is used in preference of more elaborate predictor-corrector and im-

plicit schemes. The latter schemes require increased computational effort which is an im-

portant consideration for large three-dimensional problems. The explicit scheme is also

simple to code and requires less data storage than implicit methods. However, this ap-

proach is not as robust as implicit schemes so time steps have to be restricted to maintain

stability.

The time integration of the flux terms and chemical source terms in the governing

equation, Eq. (2.1), are coupled in an approximate manner to simplify the scheme. The

species production terms in the source term vector are calculated for the flow conditions
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at timen. The flux terms are also calculated for the flow conditions at timen assuming

frozen flow. The conserved flow variables are then stepped forward in time ton + 1

using the explicit scheme in Eq. (2.96). After updating the species mass fractions (due to

both convection and production), cell density and internal energy at the time leveln + 1,

the new temperature is calculated using an iterative secant method (see Section 2.6.2).

Once the temperature is obtained, the pressure and sound speed can be calculated from

the equation of state. The integration process then starts again for the next time step. This

integration approach is similar to that used by Wadawadigiet al. [232]. An advantage

of this scheme is that the size of the chemistry model does not have any effect on the

integration procedure unlike implicit schemes which become computationally intensive

when performing large block inversions due to numerous chemical species.

The time step∆t in the explicit scheme, is a functions of the smallest time scale

present in the solution slice.

∆t = CFL · MIN (∆tξ, ∆tη, ∆tζ , ∆tviscous, ∆tchem) (2.97)

There are three inviscid acoustic time scales, a viscous time scale and a time scale based

on the fastest reaction rate. The three acoustic time scales are approximate times for

acoustic waves to travel through a cell in each each of the three coordinates, (ξ, η, ζ).

∆tξ =
ux + a

Lξ

∆tη =
umax ws, YFace

Lη
(2.98)

∆tζ =
umax ws, ZFace

Lζ

The wave speed used in the time scale,∆tξ, is calculated by summing the component of

velocity in thex direction and the sound speed that has been reconstructed on the down-

wind XFace. The other two inviscid time scales in the cross-stream directions, use the

maximum wave speed at each cell face returned by the flux calculator. The character-

istic length scales(Lξ, Lη andLζ) are approximate distances from respective centres of

opposing cell faces. The viscous time scale [213] is approximated as

∆tviscous =
Pr ρ

4µγ

(
1

L2
ξ

+
1

L2
η

+
1

L2
ζ

)−1

. (2.99)

Stability of chemical reactions in the time integration is maintained by limiting the

time step with a chemical time scale. The chemical time scale is selected such that no

change in species density(ρfi) greater than1× 10−4 kg/m3 occurs over a time step. The



2.13 Time Integration for Each Slice 53

chemical time scale is written as

∆tchem =
1× 10−4 kg/m3

ω̇max
. (2.100)

The chemical time scale can be significantly smaller than the inviscid and viscous time

scales when computing reacting flows. This disparity in time scales is known as stiffness

and results in very small time steps for maintaining stability. Stiffness can be overcome

by using implicit techniques (such as a point implicit algorithm for the species transport

equations [117]) however this adds complexity to the code. The approach taken insm3d

is to forgo the use of an implicit technique since the solver is thought to be fast enough to

make the use of the chemical time scale practical.

The CFL value is the “Courant-Friedrichs-Lewy number ” which is a number obtained

from a Von Neumann stability analysis of the scaler wave equations. A limit on the value

of the CFL number is obtained from reference [38] as

CFL ≤ 4

5− κ+ β(1 + κ)
. (2.101)

With κ = 1/3 andβ = 2, the upper limit for CFL is0.55, however, because we cannot

always make good estimates of the wave speeds across all cells, a value ofCFL = 0.25

is suggested. In cases where the cells become highly elongated (such as circular duct

cross-sections), a smaller value may be appropriate.

The governing equations are integrated in time using the scheme in Eq. (2.96) until

the whole slice has reached a steady state. The following criteria are checked after each

time step to confirm a steady state condition:

• Relative changes in density over a time step are less than a specified tolerance (typ-

ically 10−4).

• At least five flow lengths have passed through the cell that contained the smallest

time scale. If the flow speed is subsonic in theξ direction for the determining cell,

the sound speed is used to calculate the time for a flow length to pass.

• A maximum number of time steps has not been exceeded (typically 100 for non-

reacting and 500 for reacting flows).

Once a steady-state solution is obtained for the current slice, the solver cycles through

the data structures maintaining the data for the last two slices for extrapolation, and then

proceeds to work on the next downwind slice.
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2.14 Grid Generation

The computational domain is discretized using a structured grid composed of slices of

hexahedral cells. A schematic of the hexahedral discretization is shown in Fig. 2.13.

The “bounding box” that contains the slices can be specified using simple straight edge

slice of hexahedral cells

bounding box
ξ

Figure 2.13: Grid formulation for the space-marching solver.

panels, panels whose edges are defined by B´ezier curves or B-spline surfaces. Examples

of these different types of bounding box are shown in Fig. 2.14. Straight edge panel grids

are defined by a set of(x, y, z) position data that specifies the corner points of each panel

making up the grid. Similarly, a set of(x, y, z) position data specify B´ezier control points

for the lines making up the streamwise edges of the B´ezier panels. Annth degree B´ezier

polynomial determined byn + 1 control points is given by

p(ξ) =

n∑
i=0

(
n

i

)
(1− ξ)n−1ξipi, where (2.102)

(
n

i

)
=

n!

i!(n− i)! .

The parametricξ coordinate ranges from 0 to 1 and determines the position along the

Bézier polynomial.

A segment of a straight edged bounding box is shown in Fig. 2.15 with the corner

points labelled. The straight edge panels are made up of linearly interpolated surfaces

between neighbouring points where the lines (A’A), (B’B), (C’C), and (D’D) specify the

locations of corner points for each vertex slice. For anyξ value, the corner points are

located on these lines using linear interpolation. These points are then joined to form the

bounds of the slice. B´ezier grids are created in a similar fashion, except for the lines spec-

ifying the locations of vertex slice corner points which are replaced with B´ezier curves.
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Figure 2.14: Examples of grid bounding boxes that can be generated by the solver;top: straight
edge panels,middle: panels withξ-edges defined by B´ezier curves,bottom: B-spline surfaces
forming theη − ζ exterior surfaces.

B-spline surfaces are used for more complex contoured geometries where the boundaries,

of each vertex slice are curved. B-spline surfaces are made from four control net data files

which are generated from the suite of programs in [44].

Once the edges of the constantξ slices are defined using any of the three methods

described, an array of vertices in the (η, ζ)-plane is generated as shown in Fig. 2.16. The

vertices are generated from a set of parameterised interpolation pointsPDA(ζ), PCB(ζ),

PDC(η), andPAB(η) for 0 ≤ η ≤ 1 and0 ≤ ζ ≤ 1. Transfinite interpolation (or a Coons

patch [182]) is then used to obtain the position of the vertex as

P = (1− η)PDA + ηPCB + (1− ζ)PDC + ζPAB (2.103)

−(1− η)(1− ζ)PD − (1− η)ζPA − η(1− ζ)PC − ηζPB ,
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Figure 2.15: Exterior surfaces of the grid bounding box and defining corner points.

Figure 2.16: Transfinite patch interpolation in the (η, ζ)-plane.

wherePA toPD are the positions of the corners of the vertex slice. Once a slice of vertex

points has been constructed, a small step is taken inξ to generate another downstream

slice of vertex points. These two vertex slices form the corner points of the hexahedral

cells.

Even though a structured hexahedral discretization is used insm3d, the six sided

bounding box can be fitted to many types of geometries since the interpolation points and

corner points need not be coplanar in the Cartesian coordinate system. Also, the corners

of theξ slices need not be corners in a physical sense. For example, a circle in the Carte-

sian coordinate system may be mapped to a square in the (η, ζ)-plane as in Fig. 2.17.

The bounding box can also be wrapped around bodies such as cones and cylinders mak-

ing it suitable for external flow modelling. An example of a grid for a cone is given in

Fig. 2.18. The grid shown is composed of grid points at every twentieth axial plane to

improve clarity. The space-marching solution scheme assumes that there is little change

in flow properties between neighboring cells in the space marching direction. Conse-

quently, small step sizes are used in the space marching direction to maintain numerical

stability. This approach results in computational cells with large aspect ratios (i.e. very
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Figure 2.17: Example of a cross-stream grid for a duct with circular cross-section (quarter sector
shown).

thin in the streamwise direction), particularly for cells far from boundary layers in vis-

cous cases where the grid is clustered towards the wall. The optimum spacing between

space-marching slices for each simulation is determined by trial and error.

Grids for two-dimensional and axisymmetric cases can be constructed using straight

edge or Bézier bounding boxes that are two cells wide in theζ direction. The(x, y)

coordinate data are specified for the corner points of each bounding box segment and

the z coordinates are set by the code. The bounding box in made 2 metres thick in the

z direction so that each cell is 1 metre wide. During the computation, all fluxes in the

z direction are set to zero and calculations are limited to the first plane of cells in this

direction for computational efficiency.

The interpolation points used in the transfinite interpolation (Eq. (2.103) ) can be

clustered using a Roberts stretching function [5]. The clustering technique uses an ex-

ponential formula to cluster parametric points either to one side or both. For a given

parametric pointη, the clustered point̄η would be

η̄ =
(β + 2α)

(
β+1
β−1

)( η−α
1−α ) − β + 2α

(2α+ 1)

(
1 +

(
β+1
β−1

)( η−α
1−α )

) , (2.104)

whereβ is the clustering parameter andα determines the position of the clustering. The

range of the clustering parameter is(1 < β < +∞) where the closerβ is to 1, the greater

the clustering. Ifα is equal to 0.0, the points will be clustered to the end whereη = 1. If

α is equal to 0.5, the points will be clustered at both extremes.
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Figure 2.18: Example grid for flow over a cone.

The clustering function in Eq. (2.104) permits clustering at both ends of a parametric

range however the clustering level at theη = 0 end is dependent on the value ofβ and

can’t be set independently. Korte & Hodge [123] proposed a method of blending two

clustering functions using a fourth order polynomial to give greater control of the cluster-

ing levels at each end of a parametric range. A clustering parameter can be specified for

each end, however, the fourth order polynomial still tends to weight the function to one

end. A more centred approach is to use a trigonometric term to blend the two functions.

The proposed blending transformation is given by

η̄ = (1− χ)


1− β0 +

2β0

1 +

(
β0 + 1

β0 − 1

)1−η




+ χ


β1 − 2β1

1 +

(
β1 + 1

β1 − 1

)η


 (2.105)

where

χ =
(sin(|π(η − 1

2
)|)) 1

3 + 1

2
· η − 1

2

|η − 1
2
| (2.106)

The coefficientβ0 is the clustering parameter for the points closest toη = 0 andβ1 is the

clustering parameter for the points closest toη = 1. The cube root sine term in Eq. (2.106)

effectively provides a smooth switching term between the two clustering functions.
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A third clustering transformation was also implemented which clusters a distribution

of parametric points,η, about some internal point,ηc. This clustering transformation

[220] can be expressed as

η̄ = ηc

(
1 +

sinh[β(η −A)]

sinh(βA)

)
(2.107)

where

A =
1

2β
ln

[
1 + (eβ − 1)η

1 + (e−β − 1)η

]

The transformed parametric point is̄η and the clustering parameter isβ which ranges

from 0 for no clustering, to∞ for infinite clustering.

2.15 Further Remarks on the Flow Solver

The PNS flow solver discussed in this chapter was used to solve a number of test case

problems in Appendix E. The solutions to these problems demonstrate the solver’s abil-

ity to accurately apply the implemented phenomenological models by comparing well

with experimental results and other published works. Execution times are also provided,

which serve to demonstrate the solver’s computational speed. Operational details for the

solver are provided in a separate document [45] and have been omitted for brevity. The

complete flow simulation software package and operational details are available on CD-

ROM on request through The Department of Mechanical Engineering at The University

of Queensland.

A large part of the time devoted to this thesis was spent developing the code for the

flow solver. The flow solver code is like many other research codes that implement pub-

lished models, algorithms and techniques in a new and original way. Also, like other

research codes, many of the capabilities of the code are matched by commercial codes

that are readily available and could have completed the flow simulations contained within

this thesis. However, there are several reasons why the code was written rather than using

an existing code.

Firstly, writing the code was a valuable experience that trained the author in CFD

techniques that would otherwise not have been obtained through the use of a “black box”

type flow solver or commercial package. CFD is still an evolving science that requires a

thorough knowledge of the principles and theory behind it in order to use it in a practical

and effective way.

Secondly, having access to, and knowledge of, the source code was instrumental in

maximising the performance of the code for the design problems addressed. Compu-
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tational design optimization requires many flow calculations to be performed rapidly to

make the design method practical. By using a commercial code, the user is limited to the

performance of the code as it is supplied and it cannot be easily tailored for a particular

class of flow problems. Having access to the source code also removed difficulties with

incorporating an optimization algorithm.

Lastly, the flow solver adds to the capabilities of the suite of CFD solvers that have

been developed in The Department of Mechanical Engineering at The University of Queens-

land, which are actively used by researchers and students alike to further knowledge in

the area of compressible fluid mechanics.



C H A P T E R 3

Design Optimization

The previous chapter described a compressible three-dimensional flow solver that could

be used to provide the data for evaluating the objective function in a design optimization

problem. This chapter is concerned with the optimization algorithm itself. The chapter

starts with a brief overview of the common classes of optimization algorithms used for

aerodynamic design. Then, a detailed description of the optimization algorithm selected

for use in this study is given, followed by a discussion of how the flow solver and op-

timization algorithm were coupled together to form the design tool. Finally, a literature

review of some of the more recent applications of optimization in the fields of scram-

jet design and nozzle design is presented. The review provides useful insights on how to

apply computational optimization to the design problems presented in chapters 4, 5 and 7.

3.1 Optimization Algorithms

Optimization algorithms coupled with flow solvers have been used for a number of aero-

dynamic design problems. Some examples of recent applications are airfoils with high lift

to drag ratios [66, 59, 130], three-dimensional hypersonic lifting bodies [65], turbofan en-

gines [94], hypersonic wind tunnel nozzles [125, 118, 222] and scramjet vehicles designed

for maximum axial thrust [22, 148, 191]. Most of the cited examples employ one of two

types (or classes) of optimization algorithms, which use different approaches to determine

a function’s minimum point. These two classes of algorithms are: (i) gradient-search al-

gorithms; and (ii) genetic algorithms (GA), which are non-gradient, stochastic methods

[93, 71, 53]. The gradient-search class can be broken down further into two smaller

classes, which are design-variable sensitivity formulations [193] and simplex minimisa-

tion [200, 159, 164].

Gradient-search algorithms based on design-variable sensitivities have been used in

studies conducted by Korteet. al [125], McQuadeet. al [148] and Sabean & Lewis

[191]. The sensitivity approach requires the evaluation of derivatives that quantify the

sensitivity of the objective function to the change in each design-variable at a given point

in the design space. A matrix of the evaluated sensitivities is constructed and then in-
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verted to solve for a search direction for the minimum of the objective function1. After a

move is made, the sensitivity matrix is updated. Some methods that have been used to in-

vert the sensitivity matrix are the least-squares method [97], Gaussian elimination [145],

and a quasi-Newton method [191]. Sensitivity-based optimization algorithms generally

converge to an optimum design with fewer iterations compared to other optimization algo-

rithms. When estimating the gradient, however, the algorithms can require a high number

of flow solutions to be computed per iteration, particularly for problems with large vectors

of design variables. Another limitation of sensitivity-based optimization algorithms is the

requirement of a continuously differentiable design space. This may not be the case for

high speed compressible flows with embedded shocks.

An extension to sensitivity-based optimization was made by the group of Baysal, Ele-

shaky & Burgreen [22, 23, 34]. They devised an efficient sensitivity-based optimization

scheme and applied it to the design of wing profiles and simplified scramjet-afterbody

configurations. The efficiency of the scheme is a result of using a quasi-analytical method

to compute the sensitivity derivatives, rather than the more traditional method of using

finite-differences that are evaluated from many computationally intensive CFD flow cal-

culations. Baysalet. al also increased search efficiency by performing short searches

along directions determined by the optimizer, with an approximate flow analysis to ob-

tain flow-field solutions and objective functions, rather than solving the complete Euler

or Navier-Stokes equations. This approach has also been adopted by McQuadeet al.

[148] to optimize the surfaces of a two-dimensional scramjet vehicle flow path. Having

found a minimum along the search direction, a complete flow solution is computed by the

flow solver, and the sensitivity coefficients are evaluated again. The search algorithm is

repeated until the optimum design solution is found. This approach to optimization has

been shown to be effective, however, the extension of the method to the design of aero-

dynamic bodies that require modelling of viscous and chemically reacting flows, has not

been achieved to date due to the complexities associated with the quasi-analytical method

for calculating sensitivities. The method used for calculating sensitivities is also prob-

lem dependent, which makes adaptation of the optimization method to different design

problems a non-trivial exercise.

Simplex minimisation is similar to sensitivity-based techniques in that the search di-

rection is based on the gradient of the design space. However, simplex minimisation is a

“direct” method that does not require the evaluation of derivatives to determine a search

direction. Therefore, it is readily applicable to problems that are analytically difficult

[164]. The search direction is determined from the objective function evaluations of a

“simplex”. An initial simplex is formed with(n + 1) vertices, wheren is the number of
1The phrasesfinding the minimum of the objective functionandoptimizationessentially have the same

meaning and will be used interchangeably.
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design variables. The first vertex of the simplex is the objective function evaluation for

an initial vector of design variables. The remainingn vertices are formed by individually

perturbing each design-variable a small amount and evaluating the objective function. An

example of a two variable initial simplex is shown in Fig. 3.1, where x1 and x2 are the

design variables and the objective function evaluates to y. Once the initial simplex is

y

x1

x2

Initial Simplex

Figure 3.1: Diagrammatic representation of a two variable initial simplex.

established, movement is then made away from the vertex with the poorest (or highest)

objective function evaluation in order to find a replacement for it. Spendleyet al. [200]

introduced this idea and it was later improved upon by Nelder & Mead [159]. Nelder &

Mead made the process adaptive, whereby the simplex is continually revised to conform

to the nature of the design space (or response surface). The simplex then contracts to the

final minimum. Further modifications were made by Routhet al. [185] and Parkeret al.

[170], where a curve was fitted to the search direction to find the optimum distance to

move in the search space. This modification makes the algorithm slightly more compli-

cated than the algorithm for the Nelder & Mead method, but offers better convergence on

relatively simple response surfaces.

Gradient-search techniques generally have good convergence characteristics, how-

ever, they are susceptible to convergence about local minima rather than the global min-

imum. Design spaces that do not have a well defined global minimum point require a

“good guess” of the initial design vector close to the global minimum. If this is not possi-

ble, multiple optimization problems have to be solved with initial design vectors spanning

the design space in order to find the global minimum.

Genetic Algorithms (GAs) represent a class of adaptive algorithms whose search

methods are based on the simulation of natural selection and genetics [92]. A GA per-

forms a multi-directional search by maintaining a population of potential solutions and
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encouraging information formation and exchange between these directions. The popu-

lation of each generation undergoes a simulated evolution where the relatively “good”

solutions reproduce, while the relatively “bad” solutions die. GAs show good exploration

of the design space and tend to avoid local minima [162], however, convergence rates are

poor in a localised search space [149] and they require large amounts of computational

time to maintain population levels [65]. A comprehensive overview of GAs is presented

by Goldberg [71].

As outlined above, there are advantages and disadvantages associated with each class

of optimization algorithm, which make them applicable to some aerodynamic design

problems and not others. However, a recent study conducted by Salomon [192] indicated

that GAs and other stochastic methods are generally not as efficient as gradient methods

when considering an equal distribution of all possible objective functions. That being

said, GAs are superior in searching entire design spaces. In order to make use of the qual-

ities associated with both non-gradient and gradient-search algorithms, one could develop

a hybrid algorithm, however, it would not necessarily be the most efficient technique.

An emphasis of computational efficiency and simplicity was placed on the current

study, hence, the idea of a hybrid optimization algorithm was not explored. Rather, the

simple and robust simplex gradient-search algorithm of Nelder & Mead [159] was em-

ployed as the optimization algorithm of choice. A gradient-search algorithm was used in

preference to a GA for two reasons. Firstly, the design problems that were considered in

the present study were expected to not have a particularly large design space. Reasonably

small vectors of design variables were used in design spaces that were confined by struc-

tural and manufacturing constraints. Secondly, the design of the scramjet engine required

the CFD flow solver to include finite-rate chemical kinetic effects. As a consequence,

the computational time required for each flow solution was substantial. GAs can become

impractical for these types of design problems because of the large number of objective

function evaluations required to find a global minimum. Also, the difficulty of evaluating

analytical design solutions for a chemically reacting, viscous flow excluded the use of a

quasi-analytical, sensitivity-based optimization algorithm.

3.2 Nelder-Mead Optimization Algorithm

As mentioned earlier, the simplex optimization algorithm of Nelder & Mead [159] is

based on the original simplex idea of Spendleyet al. [200]. Nelder & Mead improved

Spendleyet al.’s method by making the simplex capable of adapting itself to the local

topography of the design space, such that (in a two-dimensional sense) it elongates down

long inclined planes, changes direction on encountering a valley at an angle, and contracts

in the neighbourhood of a minimum. Therefore, the perturbation values used to form the
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initial simplex from the initial design vector are (generally) not critical to the success of

the algorithm for design spaces possessing a well defined global minimum.

The algorithm itself is simple and easy to code in comparison to more complex sens-

itivity-based optimization algorithms. It can be applied to wide variety of optimization

problems with relative ease since it does not have any special requirements of the de-

sign space other than it be continuous, but not necessarily continuously differentiable.

The simplicity of the algorithm comes at a cost of not performing well in regions of

stable, slowly varying design spaces. The movement of the simplex is based on clear

and perceptible differences between objective function evaluations at each simplex ver-

tex. Therefore, the simplex movement becomes somewhat inefficient in stable regions.

Also, several optimization attempts with different initial design vectors may be required

to accurately evaluate the global minimum.

The principle of the Nelder & Mead simplex minimisation algorithm can be described

by considering an objective function ofn variables that is to be minimised. The algorithm

starts by forming a simplex inn-dimensional space, where the simplex is a set of(n+ 1)

function evaluations with each evaluation having a different set of design variables. The

best and worst function evaluations of the simplex are identified and a move is made

away from the worst evaluation (where the worst evaluation has the highest value). This

move may be in the form of a reflection, contraction, or shrinkage depending on the

characteristics of the response surface. These movements give the algorithm its adaptive

behaviour.

As an example, consider a two-dimensional case where the objective function to be

minimised is a function of two variables,x1 andx2. A simplex,ABC, is formed as

illustrated in Fig. 3.2, where each point represents an evaluation of the function to be

minimised. Contours of the objective function are shown as dotted lines. IfA represents

the highest function evaluation, then a reflection is made through the centroid or average

Figure 3.2: Two-Dimensional Simplex.
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of the remaining points, which for this two-dimensional case is the bisection pointB′ of

the line joiningB andC. The scale of the reflected segment,B′E, is selected by the

user. However, a recommended reflection scale is 1:1 [159]. The extension and contrac-

tion scales are also recommended to be set to 1:2 and 1:0.5 , respectively [159]. If the

evaluation of the objective function at the reflected pointE results in a lower value than

the remaining simplex points, then an extension to pointF would ensue. The resulting

simplex would then beBCF. The movement of the simplex would then continue with a

reflection of the highest objective function evaluation through the centroid of the remain-

ing points. The complete list of possible actions following the evaluation of pointE are

given in Table 3.1. These actions would continue until the evaluated objective function

Table 3.1: Conditions governing the formation of subsequent simplexes.

Condition Action New Simplex
f(C) ≤ f(E) ≤ f(B) BCE
f(E) < f(C) Extend BCF
f(A) < f(E) Contract BCG
f(B) < f(E) ≤ f(A) Contract BCH
f(A) ≤ f(G) or f(E) ≤ f(H) Shrink A′B′C

value for the new point was between the lowest and the highest value of the original sim-

plex (first condition in the table). The simplex movement would then start again with a

centred reflection.

The simplex moves through the design space searching for a minimum until one of

two conditions is reached: (a) the value of the smallest objective function evaluation is

less than a prescribed goal, or (b) the variation in objective function evaluations at each

simplex vertex is less than a prescribed value. The variation in objective function values

is quantified by calculating the variance,s, as

s =

√√√√ 1

n

n+1∑
1

(yi − ȳ)2 , (3.1)

whereyi are the evaluations of the objective functions at each vertex point in the simplex

andn is the number of design variables. This criterion for convergence is effective as

long as the simplex does not become too small in relation to the slope of the design

surface prior to reaching the minimum.

Movement of the simplex in the design space can be constrained to exclude unwanted

design solutions by using one of two techniques. The objective function can be set to a
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very high number when a design-variable goes outside its bounds. This represents the so-

called method of “external penalties”. Any movement of the simplex outside the bounds

of a design-variable results in an automatic contraction of the simplex that will eventually

keep it within the boundaries. Alternatively, if the constraint for a design-variable is that

it must always maintain a positive value, then the scale of the variable can be transformed

(for example by using the logarithm) so that negative values are excluded. A limitation of

both these methods is that minima on the boundary of the design space are excluded from

the search, however, arbitrarily close approaches to the boundary can be made.

3.3 Implementation and Coupling to the Flow Solver

The coding of the Nelder & Mead optimization algorithm was based on a “C” transla-

tion of a “FORTRAN” code presented by O’Neill [165]. The code of the optimization

algorithm was written as a separate function that is called by a main program. Within the

main program is a library of initial design-variable vectors and associated initial pertur-

bations for each design case. Upon starting the main program and specifying the case to

be solved, the program identifies the initial design-variable vector and proceeds to con-

struct a simplex using the given design-variable perturbations. For each design vector (or

vertex) making up the simplex, the program calls the flow solver which returns the flow

solution associated with the given design vector. The main program uses the flow solution

data to evaluate the objective function and then passes this information to the optimizer.

The optimizer then returns instructions on how to move the simplex.

The variables that make up the design vector are used by the flow solver to specify the

geometry of a flow domain. Examples of variables that may be used are the coordinates

of Bézier curve control points, coordinates of domain corners, increments in distances

between subsequent computational cells along a duct, control points of B-Spline surfaces,

or scaling parameters for a group of points defining the boundary of the domain. The goal

when selecting the design variables is to have as few as possible and have them strongly

coupled to the objective function [124].

The objective function typically quantifies a deviation of some flow variable or force

from a target value. An example of an objective function for shock tunnel nozzles might

be a function that expresses the variation of Mach number and flow angularity at selected

points within the flow-field. Other quantities of variation for scramjet design may be

deviations from a desired thrust or specific impulse, total drag on a body, or mass fractions

of unburnt fuel species. Typically, the objective function is formulated so that the desired

design is achieved when the objective function evaluates to the global minimum. It is

important to formulate the objective function so that there is a clear minimum point in

the design space. The nature of the objective function can have a significant effect on

the results of optimization [191]. Once the objective function has been calculated at each
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point in the initial simplex, the code then applies the Nelder & Mead search algorithm as

described in Section 3.2.

3.4 Review of Scramjet Optimization Studies

Over the last decade or so, there has been a number of studies that have applied optimiza-

tion techniques to the design of complete scramjet powered vehicles and components of

scramjet engines. Common to most of these studies has been an efficient flow solver cou-

pled to a gradient-search optimization algorithm. Some of the earliest work in this field

was performed by the group of Baysal, Eleshaky & Burgreen [22, 23, 34] who used an

efficient sensitivity-based optimization scheme with a quasi-analytical method of com-

puting the sensitivity coefficients as described earlier in Section 3.1. They applied the

optimization method to the design of a simplified two-dimensional scramjet-afterbody

configuration for optimized axial thrust. Most of their work has been devoted to improv-

ing the optimization method, rather than applying the method to new design problems.

McQuadeet al. [148] used a similar efficient optimization technique to that of Baysal

et al. for the design of a complete two-dimensional scramjet flight vehicle which was also

optimized for thrust. However, they used a more general finite-difference approach for

calculating sensitivity derivatives. The efficiency of their scheme is a result of calculating

objective functions from approximate flow solutions rather than computationally intensive

CFD solutions. The optimization scheme starts by computing a flow solution for an ini-

tial design using an implicit Euler flow solver. This flow solution is then used to construct

approximate flow solutions of designs determined by the optimizer as is searches for the

optimum design. The approximate flow solutions are calculated using approximate aero-

dynamic analysis techniques such as the method of characteristics, quasi-one-dimensional

isentropic flow analysis, and oblique shock relations. As the design moves away from the

initial design, the accuracy of the approximations deteriorates until a predefined limit is

is reached. When this limit is reached, a new Euler flow solution is calculated and the

optimization cycle begins again. The optimization scheme is very efficient, however, the

use of approximate analysis techniques (known as global-local approximations (GLA))

limits the application of the optimization scheme to relatively simple flows.

Approximate analysis techniques were also used in the optimization study by O’Neill

& Lewis [138] where they utilised the wave-rider concept to remove the need for iter-

atively computing CFD flow solutions. The geometries of wave-rider vehicles are de-

termined by streamline tracing surfaces through flow-fields generated by some simple

geometric object. In this study, a flow-field generated by a cone at a zero degree angle of

attack in hypersonic flow was used to determine the surface profile of a three-dimensional

wave-rider geometry which was integrated with a scramjet engine. The surface pressure
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of the wave-rider geometry that was unaffected by the scramjet engine, was simply ex-

tracted from the flow-field solution once the surface profile and scramjet position were

determined by the optimizer. The surface pressure on the scramjet engine itself was de-

termined from approximate analysis tools such as those used in the study by McQuade

et al. [148]. Design variables were selected to specify the geometry of the wave-rider

extracted from the conical flow-field solution and the geometry of the scramjet engine

integrated into the vehicle. The simplex optimization algorithm of Nelder & Mead [159]

was used to determine the value of these design variables for maximum vehicle thrust

and lift to drag ratio. The design approach used in this study was shown to be effective

for designing complete three-dimensional scramjet flight vehicles with high lift to drag

ratios. However, viscous and high temperature gas effects were ignored in the modelling

of the gas flow. These effects can have a significant influence on the overall performance

of a scramjet engine and cannot be ignored for practical design studies.

The three-dimensional nature of scramjet flow was addressed by Korteet al. [127]

who designed a three-dimensional planar-sidewall scramjet inlet duct for optimal total-

pressure recovery and minimum flow-field pressure distortion. An explicit, upwind, space-

marching Euler CFD code was used to perform all of the flow-field calculations required

by the optimization algorithm, and a Navier-Stokes code was used to analyse the optimal

designs. The design problem was formulated with only two design variables which de-

scribed the curvature of the inlet side walls. With just two variables, a simple gradient

mapping technique could be used to perform the optimization. The inviscid flow analy-

sis was shown to result in curved-wall three-dimensional inlets of enhanced performance

with respect to standard planar-sidewall inlet designs. However, a viscous flow analysis

revealed that the optimized designs exhibited top-wall boundary layer separation.

A trade-off between vehicle complexity and flow-field modelling accuracy was made

in the optimization study of Sabean & Lewis [191], where the design of a supersonic com-

bustion ram projectile shape was explored. The study used a chemically reacting Eulerian

flow solver to model the axisymmetric flow through the complete projectile. To make the

optimization problem practical, they used a simplified two-step reaction model to simulate

the combustion kinetics within the projectile. Viscous effects were also omitted in an ef-

fort to reduce the time required for a flow solution. A finite-difference, sensitivity-based,

gradient-search optimization algorithm was used to find optimum projectile geometries

for maximum thrust, maximum speed over a finite flow length, and maximum accelera-

tion. The study showed that the choice of the objective function had a significant effect

on the benefits of optimization.

The applied scramjet optimization examples discussed in this section all used a gradient-

search optimization algorithm and the inviscid Euler equations to model the flow in the

design process. Some studies also used simplified flow analysis techniques to increase
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the computational efficiency of the design process. Gradient-search methods were used

in preference to stochastic optimization methods primarily because the studies were con-

cerned with refining an initial aerodynamic geometry that was either well constrained,

or known to be close to the optimum design. Simplified flow-analysis was used because

of the complex nature of the flow within a scramjet engine. At present, the computa-

tional simulation of the complete flow through and around three-dimensional scramjets,

where viscous and high temperature effects are accurately modelled, is too computation-

ally intensive to incorporate in an iterative design procedure. Unfortunately, viscous,

high temperature effects are the mechanisms which are of prime importance in functional

scramjet design. Consequently, due to limitations in computational performance, many

of the scramjet optimization studies to date have been exercises in applying new and im-

proved optimization methods to an interesting design problem.

The scramjet optimization study in this thesis is similar to those reviewed in that a

gradient-search optimization algorithm is used to optimize the flow path geometry of a

complete scramjet engine for maximum axial thrust. However, it differs in that viscous

and high temperature chemical effects are accounted for to some degree in the modelling

of the flow. By modelling these effects, a more realistic approximation of engine per-

formance was hoped to be achieved. Therefore, the results of the optimization algorithm

would provide more insightful information with regard to important design issues for

practical flight-style scramjet engines. In order to make the iterative design problem prac-

tical, the computational modelling was simplified by optimizing an axisymmetric scramjet

geometry rather than a full three-dimensional geometry, and excluding the optimization

of the external cowl surface. The scramjet design concept examined was an axisymmet-

ric wrap-around concept with a conical forebody. The engine concept is proposed to be

used for second stage of a flight vehicle capable of placing a satellite into orbit. The de-

sign problem was simplified further by dividing the engine into two separate components

where the inlet and the combustor/thrust surface are designed independently. The details

of this design process are the subject of Chapter 4.

3.5 Review of Nozzle Optimization Studies

To date, most of the design optimization studies for hypersonic nozzles that are designed

to produce uniform, parallel test-flow, have used a non-linear, least-squares, sensitivity-

based, gradient-search technique for finding optimal nozzle contours [97, 125, 118, 222].

Of these, most have coupled the optimization algorithm with a PNS flow solver to perform

the hypersonic flow calculations. The popularity of least-squares optimization is largely

due to the rapid convergence characteristics of the technique for well posed optimization

problems, and the original application of the technique to nozzle design by Huddleston
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[97]. However, rapid convergence is achieved at the cost of calculating design-variable

sensitivity derivatives which are used to form a Jacobian matrix. The many flow calcula-

tions required to form and update the Jacobian matrix can limit the techniques practicality

for optimization problems with many design variables.

The focus of the optimization problem in hypersonic nozzle design is typically the

section of the nozzle contour where expansion waves generated by the initial part of the

nozzle are cancelled and the flow is made parallel, otherwise know as the “turning con-

tour”. This section of the nozzle is illustrated as the wall contour of region 3 in Fig. 3.3.

The shape of the initial expansion of an axisymmetric nozzle up to the wall inflection

Figure 3.3: The three regions of a contoured supersonic nozzle.

point (region 2 in Fig. 3.3) is somewhat arbitrary if the remaining part of the nozzle can

correctly cancel the expansion waves. However, it is wise to select a shape that does not

generate strong waves so that the flow can be corrected easily with the turning contour.

The analytical representation of the turning contour is an important part of nozzle contour

optimization since the method used dictates how the optimization design variables are de-

fined, the quality of the exit flow achievable in the final optimized design, and the scope

of possible design solutions. Ideally, the representation of the turning contour should in-

volve the least amount of variables while being capable of representing a large range of

shapes.

One approach for representing the turning contour is to use a composite of a fixed

set of basis functions which represent a finite number of possible design solutions within

the design space [118]. The optimization algorithm then seeks the optimum composite of

these basis functions to minimise the objective function. Convergence rates are high for

this approach, however, the design space is limited by the shapes of the basis functions.

Another approach that explores a greater range of wall contours is to use a set of cubic

splines that are joined continuously to define the nozzle contour [124, 120]. The uncon-

strained coefficients of the cubic splines represent the slopes at discrete points along the

contour and are used as design variables. A correlation of the design variables with wall
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slopes has been shown to improve the rate of convergence for analytical nozzle wall repre-

sentations [125]. Also, the quality of the nozzle exit flow can be increased by increasing

the number of cubic splines defining the wall contour since greater control is achieved

over wave cancellation.

An alternative to using a set of cubic splines to define the nozzle turning contour is

to use a single B´ezier curve. B´ezier curves are an attractive choice for representing wall

contours in optimization problems because they can accurately represent complex shapes

with relatively few control points (or knots). B´ezier curves have the useful property of

passing through the first and last control points, and the endpoint slopes are specified by

the slope between the first and last pair of control points. These qualities make it simple to

join them continuously to the initial contour of the nozzle. Slope-based design variables

can also be applied to B´ezier curves by using the slope between adjacent control points as

design variables since, for slowly varying curves, the control points approximately map

the path of the curve. Another characteristic of B´ezier curves that make them attractive

is the mathematical simplicity and efficiency of the curve formulation (see Eq. 2.103).

Other, simpler methods for representing wall contours have been used in the literature

[222], however, they generally do not provide sufficient control over the shape of the

turning contour to produce high quality flows [34].

Once the nozzle contour has been analytically defined, a computational grid can be

constructed to fit the contour, and a flow-field solution can be calculated with a CFD flow

solver. Efficient space-marching PNS flow solvers are typically used to calculate the flow

through hypersonic nozzles where many iterative flow calculations have to be performed

[125, 118, 222]. Some nozzle optimization studies have also used time accurate Navier-

Stokes solvers to model the subsonic contraction and throat where boundary layers may

develop and have an influence on nozzle performance [118, 222]. The downstream (exit

plane) solution of the NS solver is then used as an inflow condition for subsequent PNS

flow calculations which are used to optimize the nozzle contour.

After a nozzle flow solution has been calculated, an objective function is evaluated

using selected data from the flow solution. Objective functions are defined firstly so that

they reflect the desired goals of the design and secondly, so that they exhibit a strong min-

imum (steep slope close to global minimum) when the design goals have been achieved.

Typical design goals in nozzle optimization are to minimize the deviation in Mach number

and flow angularity across the test core of the nozzle. The definition of an effective objec-

tive function that exhibits a strong minimum when these design goal has been achieved

is not obvious. One possible definition of an objective function is the summation of the

deviation in Mach number for all of the computational cells in the core flow at the exit

plane (where the core flow is the nominally uniform flow issuing from the nozzle). Most

studies have used this definition with variations for defining the boundaries of the core

flow. Two approaches that have been used for defining the boundaries of the core flow
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have been to (i) use a fixed percentage of radial cells, which requires a prior knowledge

of the core flow boundary [120, 118], and (ii) use a weighting function that exponentially

decreases as cell Mach numbers deviate further from the design Mach number so that all

the radial cells in the exit plane can be used [222].

It is common to also see in the literature a second objective function that quantifies

the deviation of the centre line Mach number. The purpose of this function is to ensure

that the axial derivative of the Mach number within the core flow is driven to zero such

that the flow will not continue to expand or compress as it passes into the test flow region.

Various approaches for the definition of the centre line Mach number objective function

include; a summation of the design Mach number deviation of all the cells for a centre

line segment upstream of the exit plane equal to
√
M2

design − 1 times the radius of the

exit core flow [118]; a summation of the Mach number deviation for all the axial cells

where an exponential weighting function is applied to damp out the contribution of cells

that deviate substantially from the design Mach number upstream of the core flow [222];

and summing the deviation of all the axial cell Mach numbers from a prescribed axial

distribution [120].

Despite the popularity of using a centre line Mach number distribution in the defini-

tion of the objective function, it can be argued that the inclusion of a centre line Mach

number objective function is not essential for effective nozzle optimization. In the limit

of the core flow being parallel and at the design Mach number, the distribution of Mach

number along the nozzle centre line from the point where the flow is first expanded to

the design Mach number to the end of the nozzle, has to be at the design Mach number.

Therefore, the inclusion of a centre line Mach number distribution function is not essential

to the optimization problem if a flow angle function is included in the exit plane objective

function. However, a centre line Mach number objective function may increase the rate

of convergence.

Many of the ideas discussed in this section are used in the later half of this thesis to

design a Mach 7 axisymmetric nozzle and a Mach 7 square cross-section nozzle for a

small pulse flow wind tunnel. The design tool used to design these nozzles is similar to

that used in the design studies mentioned at the start of the section where a PNS flow

solver is coupled to a gradient-search optimization algorithm. However, the design tool

used in this thesis differs in that the Nelder & Mead simplex optimization algorithm is

used to perform the optimization rather than a more complex least-squares algorithm.

The formulation of the design problem is also simplified somewhat by (i) using B´ezier

curves to define the nozzle wall surfaces, (ii) defining the core flow edge with an adaptive

definition, and (iii) excluding an axial Mach number function in the objective function.

The application of the design tool using this problem formulation for nozzle design are

the topics of Chapter 5 and 7 where the axisymmetric and square cross-section nozzles

are designed.
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Design of a Scramjet Engine Flow Path

In this chapter, the computational design tool discussed in Chapters 2 & 3, is applied to

the design of an axisymmetric scramjet vehicle flow path. The scramjet vehicle consid-

ered could be used to form the second stage for a satellite launch vehicle similar to that

shown in Fig. 1.1. The goal of the design task was to design a scramjet engine flow path

that produced the maximum thrust for a given fuel injection rate, mass capture area, and

flight condition. The design problem was formulated in a similar way to the scramjet

optimization studies reviewed in Section 3.4, where the design variables define the geom-

etry of the vehicle and the objective function quantifies the vehicle performance through

a function of the total axial force. However, the scramjet optimization design problems

presented in the current study differ from those reviewed in that the flow solver used to

perform the flow-field simulations,sm3d, models turbulent boundary layer development

along the internal walls of the flow path and the multidimensional finite-rate combustion

process within the engine. The added modelling complexity of the flow solver was used

to give a more realistic approximation of the flow behaviour and enhance the accuracy of

the engine performance estimates.

The design task was simplified by designing the integrated forebody/inlet first, then

designing the combustor/thrust surface (see Fig. 4.1). This approach is not ideal since the

Conical forebody

Thrust surface

Ideal fuel injection
& mixing Cowl

Engine body

Alt.= 31.4 km
M  = 12

Inlet

Combustor

Figure 4.1: Cross-section of the scramjet flow path to be optimized.

compressed flow produced by the inlet is coupled to the performance of the combustor

and thrust surface. However, treating the inlet and combustor/thrust surface separately

reduced the computational effort required and made the design of a complete vehicle flow
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path using the computational design tool practical.

The structure of this chapter is organised into seven sections that detail the theory,

methodology and results of the axisymmetric scramjet design process. Sections 4.1 &

4.2 are a prelude to the design of the engine since they discuss the flight conditions for

which the scramjet is designed to operate, the design constraints, and the computational

modelling assumptions made throughout the design process.

The design of the inlet is covered in Section 4.3, where three inlets based on various

concepts are designed. The computational design tool discussed in Chapters 2 & 3 is used

to optimize one of these inlets for minimum drag. The other two inlets are comparatively

simpler, and are designed using only the flow solver. Each inlet design is then assessed

by comparing the total calculated drag, wall heat transfer, and stream thrust efficiency for

the given design condition.

The design of the scramjet combustor and thrust surface is described in Section 4.4.

The design issues associated with a scramjet combustor and thrust surface are initially

discussed followed by a detailed description of the computational design of the combus-

tor/thrust surface. The design was undertaken by first performing a parametric study of

the combustor length. The results of this study were then used to design an initial com-

bustor/thrust surface suitable for optimization. This initial design was then optimized for

maximum axial thrust force using the computational design tool.

The chapter concludes with Sections 4.5, 4.6 & 4.7, which detail the results of a grid

refinement study, an analysis of the complete optimized axisymmetric scramjet design,

and a summary of the main findings made throughout the design study. Also presented

in Section 4.7, is a list of recommendations for future scramjet engine research that are

based on the results and discussion of the design study contained within this chapter.

4.1 Design Conditions and Assumptions

The design condition for the scramjet stage was selected to be at a flight Mach number

of 12 and at an altitude of 31.5 km (i.e. within the stratosphere). This condition was ob-

tained from a proposed flight trajectory suggested by Billig [27] (see Fig. 1.3). A Mach

12 flight number was selected as the design Mach number because it is approximately the

highest Mach number in the flight trajectory where the maximum temperature within the

inlet boundary layer does not exceed the dissociation temperature for oxygen (≈ 2500 K

at 1 atm.) [27]. Therefore, the inlet flow can be reasonably modelled (in terms of drag

estimates and shock positions) with the assumption that the flow is chemically frozen,

thereby reducing the computational time required for an inlet flow solution. The justifi-

cation for selecting a high design Mach number also comes from an observation made by
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Stalker [208] in his analytical analysis of the inviscid thrust obtained from a simple two-

dimensional Busemann biplane scramjet concept:“It has been found that the net thrust

of a duct which is configured for maximum thrust at a particular design Mach number is

reduced as it departs from this Mach number, but the reduction is much more serious for

Mach numbers in excess of the design value than for those below it. This suggests that if

a propulsive duct is to operate over a range of Mach numbers, then it is best to choose a

design Mach number at the maximum end of the range.”(p. 263 ).

All of the flow computations were performed using the axisymmetric formulation of

the parabolized Navier-Stokes equations (see Appendix A) and the Baldwin & Lomax

algebraic eddy viscosity turbulence model (see Section 2.9). A turbulent boundary layer

was assumed to develop from the nose of the inlet and leading edge of the cowl since the

unit Reynolds number of the free-stream at the design condition (Re∞/m =4×106) is quite

high. Also, it is likely that an actual flight vehicle will have boundary layer trip devices

near the leading edge to ensure that the boundary layer becomes turbulent. A turbulent

boundary layer can withstand a higher pressure gradient than a laminar boundary layer

before separation occurs [142]. The walls of the vehicle were assumed to be convectively

cooled to a constant temperature of 1000 K by pumping cryogenic hydrogen fuel from

the storage tanks through channels under the aerodynamic surfaces prior to the fuel being

injected into the flow.

The geometry of the scramjet engine modelled in this chapter was simplified by not

including an isolator section between the inlet and the combustor. It is likely that scram-

jets, which are to operate over a wide range of flight speeds from low supersonic Mach

numbers to high hypersonic Mach numbers (Mach 6 to 25), will require a constant area

duct prior to fuel injection at the beginning of the combustor. This duct is known as an

isolator [48, 27]. The function of the isolator is twofold. Firstly, it gives the scramjet en-

gine the capability of operating as a ramjet at low flight Mach numbers where the addition

of heat into the flow through combustion can cause the combustor core flow to become

subsonic (known as thermal choking). When choking occurs, a normal shock wave de-

velops that travels upstream and forms a stationary normal shock train in the isolator. As

long as the pressure rise due to combustion is not too great, the shock train will remain

in the isolator and the engine will function as a ramjet with subsonic combustion [27].

However, “unstart” will occur if the pressure rise is too great causing the normal shock

train to travel up through the inlet.

The second function of the isolator is to help prevent inlet “unstart” due to boundary

layer separation caused by adverse pressure gradients in the combustor duct even when

operating as a scramjet. If the pressure increase due to combustion occurs too rapidly, the

boundary layer will separate and cause the pressure rise to propagate upstream through the

boundary layer. Without an isolator, the pressure increase may result in the formation of a
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normal shock that travels upstream through the inlet and causes the engine to unstart. With

an isolator upstream of the combustion chamber, the pressure increase in the boundary

layer can be achieved with an oblique shock train which leaves the core flow supersonic.

Although an isolator will probably be required in a practical scramjet engine, a scram-

jet design incorporating an isolator is not considered in this chapter because the scope of

the study does not include the issues of low Mach number operation and thermal choking.

As stated earlier, the assumption is made that oxygen does not dissociate appreciably

within the inlet boundary layers for a flight condition of Mach 12. However, it is rea-

sonable to expect that a small amount of dissociation may occur close to the downstream

end of the inlet where the boundary layer temperatures are the greatest. Small amounts of

atomic oxygen can significantly reduce the ignition delay time [83] within the combustor,

particularly if the boundary layer flow is mixed with the fuel. However, at high flight

Mach numbers (M>10), where the compressed gas entering the combustor is well above

the auto-ignition temperature of hydrogen mixed with air, a more important issue than

ignition delay may be the mixing of the fuel with the air [83].

Indeed, it is possible that the rate of combustion within a high Mach number combus-

tor is entirely mixing controlled [183]. Little experimental work has been conducted in

the field of high Mach number mixing due to a lack of test facilities capable of simulating

the flight speeds at the upper end of a scramjet’s flight corridor [27]. Consequently, com-

putational methods are often used for the design and analysis of potential injector strate-

gies. However, injection and mixing of fuel in a supersonic air-stream is a very complex

problem that is difficult to simulate accurately [239, 73, 178, 128]. The flow associated

with hypersonic injection and mixing is generally three-dimensional and requires a large

amount of computational resources to resolve the flow patterns inherent with mixing.

Modelling fuel injection and mixing in the current study would increase the time

required for a flow simulation of the scramjet to a degree where design optimization,

requiring many flow simulations, would become impractical. Therefore, the assump-

tion/simplification was made in the flow simulations for the combustor/thrust surface,

that fuel is injected at the start of the combustor and is instantaneously mixed with the

air-stream. This was done in the flow solver by simply adding the appropriate mass, mo-

mentum, and energy source terms in the governing equations (see Eq. 2.5). Fuel is only

added to a central region, half the width of the combustor to simulate the ideal mixing of

fuel from a central strut injector (see Section 4.4.2). Since fuel is not added directly into

the boundary layer flow, assuming the inlet flow to be chemically frozen was thought to

have little or no effect on the heat release of the combustion process.

Molecular diffusion was not modelled in the flow simulations for the combustor/thrust

surface because the effects of molecular diffusion were assumed to be negligible and detri-
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mental to the performance estimate of the engine. Diffusion was thought to be negligible

because the velocity of the combustor flow for the Mach 12 flight condition is very high

(∼ 3300 m/s) so the residence time is very short. Also, the combustor mixing efficiency

is over estimated by assuming ideal fuel injection, therefore, modelling diffusion would

only increase the error associated with the mixing efficiency. It has also been claimed

that in the case of scramjet flow, the diffusion terms have little effect on overall afterbody

forces compared to the convective terms [58].

4.2 Thermochemical Modelling

At an altitude of 31.5 km, the mean pressure and temperature of the atmospheric air is

approximately 957.4 Pa and 228 K respectively [158]. The composition of the air at this

altitude was assumed to be the same as the mean composition of clean, dry air at sea level

which is listed in Table 4.1 (assuming the mass of the unlisted species that are present

in the atmosphere are made up with the mass of the Argon). The composition of the

Table 4.1: Mean composition of dry air at sea level by mass [158].

Species mass fraction
N2 0.7552
O2 0.2314
Ar 0.0134

major constituents of air is known to vary little below an altitude of 90 km [158], so using

this composition for the gas entering the scramjet is a reasonable assumption. However,

the concentration of species such as O3, H2O, O and NO2 varies considerably within the

stratosphere (<50 km) depending on altitude, climate, time of day and pollution levels.

These molecules are present in only minute quantities at 31.5 km and there is not enough

to significantly alter the sound speed of the air by including them in the mixture given

in Table 4.1. However, air vitiated with small amounts of these molecules can have a

significant effect on ignition delay times in scramjet combustors particularly at low flight

Mach numbers [102, 163, 83]. Since the focus of this study was not to model ignition

delay to a high accuracy, the thermodynamic model of the air flow was limited to the

species shown in Table 4.1.

A state of thermodynamic equilibrium was assumed throughout the entire scramjet

flow-field for the calculations presented within this chapter. The equilibrium gas state

was modelled using curve fits from the NASP Reaction model report [163]. The curve

fits are functions of static temperature for specific heats that are valid up to temperatures
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of 6000 K which is well above the maximum temperature expected within the combustor

of the scramjet (see Appendix B for curve fit data).

Thermodynamic equilibrium in a gas mixture is a state where the maximum relax-

ation time is small, in comparison to the characteristic fluid time scale. The maximum

relaxation time for a gas mixture is the maximum time for each excited energy mode of

the atoms and molecules making up the gas mixture, to come to a steady state after a

change in the internal energy of the gas mixture. For the gas mixture flowing through the

scramjet engine, the slowest mode of energy to relax after a change in the internal energy

is the vibration mode since the temperature of the gas is never high enough to excite the

slower electronic modes. Translational and rotational relaxation times of all the atoms and

molecules present within the flow are generally very short and can be safely considered to

be in equilibrium for all conditions within the scramjet. Also, thermodynamic equilibrium

can be assumed for all the energy modes up to a temperature of approximately 1500 K

where the vibrational energy contribution and relaxation time of the oxygen molecules

can become significant [81]. Since the maximum core flow temperature within the inlet

of the scramjet was not designed to exceed 1300 K, and the hotter boundary layer flow has

a large time scale because of the reduced flow velocity, the assumption of thermodynamic

equilibrium for the inlet flow calculations is reasonably valid.

However, the core flow within the combustor of the scramjet engine was expected

to reach a static temperature of approximately 2100 K. At this temperature, most of the

oxygen molecules have reacted with the fuel or have dissociated into atoms, and the vibra-

tional modes of nitrogen become the most dominant contributers to vibrational energy. To

determine the vibrational relaxation time,τvib, for molecular nitrogen at this temperature,

an empirical expression derived by Millikan and White [154] can be used:

p τvib = exp[a(T−1/3 − b)− 18.42] atm.sec (4.1)

In this relationp is the static pressure in atmospheres and the parametersa andb can be

expressed for many gases by the simple expressions

a = 0.00116 µ0.5 θ1.333, b = 0.015 µ0.25 . (4.2)

The variableµ is the equivalent molecular weight between two colliding particles in

g/mol, andθ is the characteristic vibrational temperature of the oscillator molecule in

degrees Kelvin. For an air and hydrogen gas mixture, the collision resulting in the slow-

est vibrational relaxation time is a molecular nitrogen-nitrogen collision. The equivalent

molecular weight for this collision is 14 g/mol and the characteristic vibrational tem-

perature is 3395 K (data obtained from [154]). For a temperature of 2100 K and at an

estimated maximum combustor pressure of 2.3 atmospheres (obtained from preliminary



4.2 Thermochemical Modelling 81

calculations), the vibrational relaxation time given by Eq. 4.1 is approximately 224µs.

The velocity of the combustor flow is approximately 3200 m/s which means that the flow

must travel 0.7 metres before the vibrational mode of nitrogen comes to an equilibrium

state. However, this length was expected to be of the same order as the combustor length.

Therefore, the combustor flow would be in a state of vibrational non-equilibrium which

is not what was assumed within this chapter.

There are several reasons why thermodynamic (and hence vibrational) equilibrium

was assumed within the combustor despite the indication that the flow would not be in

equilibrium. Firstly, modelling thermodynamic non-equilibrium flow in a flow solver re-

quires the implementation of a multi-temperature thermodynamics model which can be

quite complicated and computationally intensive [169, 133, 146, 35]. Due to time con-

straints and the extra computational time required to complete the optimization flow cal-

culations for the combustor/thrust surface, such a model was not added to thesm3dflow

solver during the course of this thesis. Secondly, the fraction of the internal energy that is

composed of vibrational energy for nitrogen at a temperature of 2100 K is only 14% (see

equations in reference [9]). Therefore, the approximate maximum error in mixture inter-

nal energy is only 0.14fN2 . Lastly, the amount of energy released through combustion was

large in comparison to any internal energy errors associated with vibrational relaxation.

For nitrogen flowing through the combustor at a temperature of 2100 K, the flow rate of

vibrational energy is approximately 6 MJ/s. The rate of stoichiometric heat release within

the combustor is approximately 80 MJ/s.

Of all the thermochemical processes possible in a gas, chemical reactions (including

ionization) take the longest time to equilibrate. Since the vibrational energy modes of ni-

trogen are in non-equilibrium within the combustor, it can be inferred that the combustion

process is also in a state of non-equilibrium. Therefore, to model the combustion process

with reasonable accuracy, a finite-rate reaction model was included in the flow solver. In-

cluding a reaction model enabled the investigation of the hypothesis that there would be a

trade-off between rapid expansion of the combustion products to avoid viscous losses and

the slow expansion needed to allow optimum combustion.

The complexity of the finite-rate reaction model has a strong bearing on the amount of

computational time required for a flow solver to produce a flow solution. Therefore, for

optimization studies where flow solution time is a major concern, efficient reaction models

are needed. Reaction models for hydrogen combustion in air can be significantly simpli-

fied by omitting reactions involving atomic nitrogen and nitrogen molecules. Reactions

involving nitrogen have a strong effect on heat release in the combustion and expansion

process when temperatures in the combustor reach the dissociation temperature of nitro-

gen (≈ 4000 K). Also, reactions involving nitrogen (particularly NO) significantly effect

the ignition delay for flight Mach number greater than 12 [102]. However, since the ac-
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curate modelling of ignition delay was not a prime focus of this study and the maximum

temperature in the combustor is not expected to be above 3000 K, excluding reactions

involving nitrogen was thought to be a valid simplification. Various hydrogen/oxygen

finite-rate reaction models were assessed in Appendix C with the aim of identifying an

accurate and computationally efficient model to be used in the design calculations. Of

all the models assessed, the 8 reaction, 7 species reaction model of Evans & Schexnay-

der [61] was identified as being the most computationally efficient model. However, the

accuracy of the model was poorer than the other models assessed. The model was sub-

sequently modified to increase its accuracy to the same level as the other models for the

flow condition studied, and then implemented in the flow solver to perform the combus-

tor/thrust surface flow calculations.

4.3 Inlet Design

The design of the inlet for the axisymmetric scramjet stage was undertaken by designing

three different inlets and selecting the design with the best performance. The selection

criteria was based on the drag generated by the inlet and its susceptibility to boundary

layer separation. One of the inlets was designed with a bent cowl to reduce the strength

of the injected shocks and hence reduce the likelihood of boundary layer separation. The

computational design tool discussed at the beginning of this thesis was used to optimize

the design of this inlet for minimum axial drag.

The design process described above is presented in the following three sub-sections.

The first sub-section discusses some inlet design issues and introduces the axisymmetric

inlet design concepts that are considered in this study. The next sub-section details the

design of three inlets that are based on the design concepts of the previous sub-section.

The final sub-section presents a quantitative performance assessment of all three inlets

to determine the most practical design. The assessment consists of total calculated drag,

wall heat transfer, and stream thrust efficiency comparisons for each design.

4.3.1 Inlet Design Concepts

The design of a scramjet inlet1 is conceptually simple. Its purpose is to compress the

oncoming gas to a pressure and temperature that are suitable for auto-ignition and sub-

sequent combustion with hydrogen fuel, and direct it into the combustor using inclined

body surfaces that generate oblique shocks. However, the design of an efficient inlet that

can be practically implemented on a flight vehicle is not simple. At high Mach numbers,
1For the remainder of this chapter, the inlet refers to the integrated forebody and scramjet inlet.
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problems arise due to boundary layer separation, high surface skin friction & heat transfer,

and high dynamic loads on the vehicle.

A good inlet design is usually characterized in the literature as having low drag and

a high compression efficiency [84]. Compression efficiency is typically a measure of the

total pressure that is conserved through a compression processes or flow work lost due

to entropy gains (which implies a decrease in total pressure). An inlet that has a high

compression efficiency, produces compressed flow that can do more expansion work and

hence produce higher vehicle thrusts as it is expanded over a thrust surface. In the case

of a scramjet inlet, the major sources of total pressure loss are shocks and boundary layer

skin friction & heat transfer.

Losses due to shocks can be minimised by reducing the strength of the shock and/or

correspondingly increasing the obliqueness of the shock. Ideally, an axisymmetric scram-

jet inlet would be designed with a shock free, or smooth isentropic compression surface

with a long sharp nose (see Fig. 4.2 (a)). However, such a design is impractical because

of the low structural strength and excessive viscous drag and heat transfer along the centre

body. Therefore, practical axisymmetric hypersonic inlet concepts have noses or forebod-

(a) Isentropic compression

(b) Short double shock compression

(c) Long multi-shock compression

(d) Short multi-shock compression
with bent cowl

α

Figure 4.2: Several inlet design concepts for an axisymmetric scramjet.

ies with half angles that are large enough to withstand high dynamic loads [143]. These

forebodies generate oblique shocks which compress and turn the flow into the scramjet

combustor.

The simplest application of this idea is an inlet composed of a single cone with a cowl

aligned with the free-stream (see Fig. 4.2 (b)). The shock emanating from the tip of the

cone compresses the oncoming flow and directs it up along the surface of the inlet. Ideally,

the cone shock reflects off the tip of the cowl and redirects the flow uniformly into the
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combustor. At on-design conditions, the reflected shock is cancelled at the elbow of the

inlet (labelled ‘α’ in Fig. 4.2) so that the combustor flow is shock free and uniform. Shock

free and uniform flow entering the combustor has been suggested as being beneficial for

optimum combustor performance [138]. A possible problem with this inlet configuration

at high Mach numbers is boundary layer separation. At high Mach numbers, the pressure

ratio across the reflected shock can be high enough to cause boundary layer separation

[141, 144] which can lead to choking and engine unstart.

One possible way of avoiding the problem of boundary layer separation is to decrease

the cone angle (see Fig. 4.2 (c)). Decreasing the cone angle weakens the strength of

the oblique shocks and therefore reduces the likelihood of boundary layer separation.

Compressing the inlet flow with many weaker shocks rather than fewer stronger shock is

advantages because less total pressure is lost for a given compression ratio. However, this

benefit can be nullified in long inlets due to the excessive drag and heat transfer.

The short cone inlet can be modified for high Mach number flows where boundary

separation can be a problem by bending the cowl lip down as shown in Fig. 4.2 (d).

Bending the cowl lip towards the compression surface, reduces the strength of the initial

reflected shock and distributes the compression processes more evenly across the down-

stream shocks. Interestingly, this axisymmetric inlet concept has been used for the ram

inlet of the Pratt & Whitney J58-I after-burning turboramjet engine used in the Lockheed

SR-71 and the inlet for the recently flown CIAM-NASA Mach 6.5 Scramjet [184]. The

disadvantage of this approach is the increased form drag for a given mass capture area due

to the bent cowl but, because a stronger initial shock can be generated at the nose cone

without causing boundary layer separation, the length of the inlet can be substantially

reduced thereby reducing drag and total pressure losses caused by skin friction and heat

transfer.

From this discussion, it is not clear which design concept could be practically imple-

mented as a design for the Mach 12 scramjet. The only concept that can be ruled out

immediately is the isentropic inlet because of the impractical length and sharpness of the

inlet forebody. In the following sub-section, three inlets are designed for the Mach 12

scramjet using the remaining concepts to determine the more practical design concept.

The flow generated by each of the designs is assessed and a quantitative analysis of drag

and heat transfer is undertaken to determine the more efficient design at the Mach 12

condition. It should be noted that inlet concepts with boundary layer bleeds were not

explored in this study due to the added complexity of modelling the multiple flow paths.

Outside of the issues addressed here, boundary layer bleeding is an effective way of min-

imising boundary layer separation problems and may need to be employed in practical

inlet designs.
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4.3.2 Multi-Shock Inlet Design

At the Mach 12 flight condition, Billig suggests [27] that the air entering the combustor

(or isolator if the scramjet is to be operated at low supersonic speeds) should be at a tem-

perature of 1300 K and be compressed to a pressure of at least 120 kPa. In the following

investigation of the three multi-shock inlet concepts, it was not possible to match these

conditions for all three inlets due to the varying lengths of each inlet. Therefore, each

inlet was designed to match only the temperature of the core flow at the exit plane of the

inlet with the temperature suggested by Billig. The temperature was selected over the

pressure because of the greater sensitivity the temperature has to the ignition delay time

at the Mach 12 design condition. The sensitivity was determined by differentiating an

empirical correlation for the ignition delay time,τi, derived by Huberet. al [96]

τi =
8.0× 10−9e

9600
T

p
(4.3)

where the pressure,p, is in atmospheres and the temperature,T , is in Kelvins. This

relation has been shown to give good estimates of the ignition delay time determined by

complex reaction models of hydrogen combustion in air [56]. Differentiating this equation

revealed that the ignition delay time decreases at a rate of 0.109µsec per percent increase

in pressure and 0.803µsec per percent increase in temperature at the design condition

where the ignition delay is predicted as being 10.88µsec.

The first inlet designed was an inlet with a short single conical compression (the inlet

concept shown in Fig. 4.2b). The design was determined by starting with a 20 degree

(half angle) conical inlet with an internal cowl radius of 0.45 metres and combustor entry

height of 11 millimetres (from the compression ratio suggested by Billig [27]). The inlet

design also had a 0.1 metre constant area section leading into the combustor. A viscous

flow solution was then calculated for this initial design usingsm3d. The inflow conditions

for the flow solution were,

ρ = 0.01463 kg/m3, ux = 3634.0 m/s, uy = uz = 0.0 m/s,

e = 1.592× 105 J/kg, p = 957.5 Pa, T = 228 K

where the composition of the gas is given in Table 4.1. As stated earlier, the flow was

assumed to be chemically frozen and in vibrational equilibrium. A computational grid

containing 50 cells in the cross-stream direction and 5000 cells in the streamwise direction

was used to discretize the computational domain (see Fig. 4.3). The grid was clustered

towards the walls using a exponential clustering parameter of 1.01 (see Eq. 2.104) to give

y+ values of 5.1 and 5.3 for the cells nearest the top and bottom walls at the exit plane
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Figure 4.3: Computational mesh used for the cone type inlet. Note that only one in every 20 axial
cells are shown.

respectively where

y+ =
yρwall

√
τwall/ρwall

µwall

. (4.4)

The y+ value is the distance away from the wall non-dimensionalized by a viscous scale

of the fluid close to the wall. The edge of the viscous sublayer within a turbulent boundary

layer is typically characterized by a y+ value of approximately 5 [129]. The convergence

criteria for the flow solution was set to a density residual of 0.01%. A free-stream bound-

ary condition was set along the top wall of the computational domain and switched to

the constant temperature no-slip boundary condition where the initial cone shock first

contacts the wall.

The cone angle and combustor entry height of the initial design were iteratively mod-

ified until the flow solution gave a core flow temperature at the exit plane of 1300 K and

the shock that reflected off the cowl was cancelled at the inlet elbow. The iterative pro-

cess was simple and did not require the use of an optimizer. The Mach contours of the

resulting design are shown in Fig. 4.4. The cone half angle of the short inlet design was

A

Section A
1.560 1.600 1.640 1.680 1.720

0.420
0.430
0.440
0.450

Figure 4.4: An axisymmetric inlet design that uses the single cone inlet concept with contours of
Mach number shown (20 contours from 0 to 12).

14.7o and the contraction ratio was 11.4 . The average static pressure of the inlet outflow

plane was calculated as being 74 kPa which is significantly lower than the target pressure
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of 120 kPa. Also shown in Fig. 4.4 are the Mach contours of the external cowl flow. The

flow-field over the external cowl surface was calculated with a separate flow simulation.

The cowl thickness was fixed at 25 millimetres and the cowl tip had a wedge angle of 10◦.

A computational domain of 50 radial cells and 5000 axial cells was used to discretize the

flow-field bounded by the external cowl surface, the axial plane where the inlet flow sim-

ulations were terminated and the external cowl shock. The cells were clustered towards

the cowl surface using a exponential clustering parameter of 1.04 to give a y+ value of

the cell nearest the wall at the exit flow plane of 3.2 . The same gas inflow properties and

thermochemical assumptions used for the inlet flow simulation were used for the cowl

simulation.

Even though the single cone inlet is quite short and the cone angle is large enough to

maintain structural integrity (assuming a cone half angle of approximately 15◦ is a safe

structural limit [143]), the rapid increase in pressure across the reflected inlet shock is

likely to cause boundary layer separation. This assertion is based on a separation criterion

proposed by Billig [27]. The criterion is based on the change in Mach number across a

shock that impinges on a boundary layer and is given as

M2
sep 6 0.58M2 (4.5)

whereMsep is the Mach number that will cause separation downstream of a single oblique

shock andM is the Mach number upstream of the shock. For the short conical inlet deign,

the Mach number of the core flow prior to the reflected shock near the boundary layer on

the cone surface is approximately 6.7, and the Mach number of the core flow after being

processed by the reflected shock is 4.6 (see Fig. 4.4). Billig’s criterion states that the

minimum post shock Mach number allowable to maintain an attached boundary layer for

Mach 6.7 flow is 5.1 . Therefore, it is likely that this inlet design will have boundary layer

separation. The boundary layer did not separate in the flow calculations, however. This

is because the governing equations used were the parabolized Navier-Stokes equations

which do not permit upstream propagation of pressure waves within the boundary layer.

The flow solver can not accurately predict boundary layer separation in the streamwise

direction.

The next inlet concept that was assessed was the concept shown in Fig. 4.2(c) with a

long multi-shock inlet. This multi-shock inlet design concept was applied to the Mach 12

design condition through a similar process to the one used for the short conical inlet. An

inlet design with an internal cowl radius of 0.45 metres (see Fig. 4.5), a combustor entry

height of 11 millimetres and a 0.1 metre constant area section leading into the combustor

was also used as an initial design for finding a long inlet design that produced flow with

the required exit plane temperature. The initial cone angle of the long inlet design was set
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at 5◦. The cone angle and combustor height were iteratively changed until the strength of

every shock wave intercepting a boundary layer was not great enough to cause boundary

layer separation (according to Eq. 4.5), and the core flow temperature at the entry to the

combustor was 1300 K. The computational setup for this inlet design was the same as that

used previously, however, 10000 cells were used to discretize the computational domain

in the axial direction and the y+ value of the cell nearest the cowl at the exit flow plane

was 10.0 . The cowl boundary condition was started at the point on the top edge of the

computational domain where the initial forebody shock reflected.

The Mach contours for the long inlet design at the Mach 12 flight condition are shown

in Fig. 4.5. The external cowl shock structure is also shown in this figure. The pre-

Section A

A

6.44 6.48 6.52 6.56 6.60
0.438

0.442

0.446

0.450

Figure 4.5: Mach number contour plot of a long conical inlet design that uses multiple shocks to
compress the flow (NTS).

dominant features of the long inlet design are the excessive length and the thick bound-

ary layers at the entrance to the combustor. Since weaker oblique shocks were used to

compress the inlet flow for the long inlet design, the height of the combustor had to be

significantly reduced to produce the high temperature core flow required for combustion.

The combustor height for the long multi-shock design was only 8.4 millimetres compared

to the short single shock inlet which has a combustor height of 20.1 millimetres. This

significant reduction in combustor height was required to produce the high temperature

core flow suitable for combustion. The larger compression ratio of this design results in a

higher pressure at the combustor entrance (∼300kPa) which beneficially (but marginally)

reduces the ignition delay time [96]. However, the increased compression surface length

resulted in a substantial increase in drag due to skin friction. An assessment of the drag

forces for all three inlet designs is given in the following sub-section. The cone half angle

of this design was very small at 3.9◦ which is well below the desired 15◦ cone half angle

for structural integrity.

Another problem with the long multi-shock inlet is the thickness of the boundary lay-

ers. As shown in Fig. 4.5, the boundary layers span the majority of the combustor height

leaving only a small central region at the design temperature of 1300K. The boundary

layer flow is considerably hotter and reaches a maximum temperature of 2448 K at the
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exit plane. With so much of the flow at a higher temperature than the core flow, the engine

is more susceptible to thermal choking when combustion occurs. Thermal choking occurs

when the heat release due to combustion is great enough to cause a normal shock to form,

thus resulting in engine unstart.

The last inlet design concept assessed was the inlet with a bent cowl shown in Fig

4.2(d). This concept is similar to the inlet design in the study performed by Ikawa [100].

The application of this concept to the Mach 12 design condition was more complicated

than the previous two concepts and required the solution of an optimization problem using

the design tool discussed in Chapter 3. The optimization problem was solved in two

stages. First, an inlet design was optimized using a low resolution computational grid,

then this design was used as the starting point for a high resolution optimization problem.

The design variables of the optimization problem defined the geometry of the inlet

and the objective function was defined as the integrated surface drag due to static pressure

and skin friction. The layout of the design variables is illustrated in Fig. 4.6 along with

the constraining dimensions. As in the other two inlet designs, the capture area of the

Figure 4.6: Design variables for inlet optimization.

inlet was fixed by limiting the radial position of the cowl tip to 0.45 metres. However, to

provide a bent cowl section, the radial position of the top wall of the combustor was fixed

at 0.5 metres. This radial position was selected somewhat arbitrarily. Ideally, the radial

position of the combustor would be set as a design variable in the optimization problem.

The combustor entry duct height,h, would also need to be set as a design variable to

maintain the desired combustor entry temperature. The optimization algorithm could then

be made to find the correct combustor entry height by setting a penalty function for the

core flow temperature. This approach was not taken in the present study because of the

added problem complexity required.

To maintain the structural integrity of the inlet design, the initial cone angle was fixed

at 15◦. This was done by expressing the radial coordinate of point “a” (see Fig. 4.6) as
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a function of the axial design variable, dv[0]. Another constraint was placed on the inlet

duct section bound by the internal bent cowl surface and the two corner points on the inlet

body that are used to cancel shocks. This duct section was maintained at a constant area

(through functions of the radial positions) to ensure no shocks or expansions would be

produced when the first reflected shock is completely cancelled on the first corner.

The initial design variables for the optimization problem were determined from a flow-

field calculation of a 15◦ half angle cone at a zero degree angle of attack with the design

conditions used as the free-stream conditions. The calculated shock position gave the

initial location of the cowl tip as shown in Fig. 4.7(a). The combustor height,h, was

(a)

(b)

(c)

Shock

Figure 4.7: Method for working out initial design variables for inlet optimization: (a) the initial
15◦ cone flow simulation; (b) the scheme for working out the initial design variables; (c) the low
resolution grid for the initial optimization design.

initially set to give the same cross-sectional area at the combustor entry as the short conical

inlet described previously. The remaining design variables were determined using the

strategy shown in Fig. 4.7(b). The combustor entry height was then refined through an

iterative process using low resolution viscous flow calculations to get the correct average

combustor entry temperature. The final combustor entry height was calculated as being

14.9 millimetres.
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The computational domain for the low resolution flow solutions was discretized with

20 cells in the radial direction and 5000 cells in the axial direction (see Fig. 4.7(c)).

The cells were clustered radially towards the top and bottom of the domain using a fairly

strong exponential clustering parameter of 1.04 , and the cells were also clustered axially

about the streamwise locationx = 1.70 m with a relatively weak clustering parameter

of 4.0 (see Eq. 2.107). As with the other inlet simulations, the edges of the domain

that coincided with the inlet surfaces were set to a no-slip constant temperature boundary

condition with a wall temperature of 1000 K. A CFL number of 0.45 was used to maintain

numerical stability and the convergence criteria was set to a maximum density residual of

0.01%. The objective function was defined as the total integrated drag on the inlet (not

including the external cowl surface) due to static pressure and skin friction, and the initial

perturbations of the design variables were all set to 50 millimetres.

The optimization algorithm required approximately 12.7 CPU hours using one pro-

cessor of the SGI Origin 2000 (see Appendix G) and 95 iterations to optimize the low

resolution inlet to a converged design. The optimization convergence criteria used was

a simplex objective function variance of 1.0 Newtons (or≈ 0.01% of total drag) (see

Section 3.2 for an explanation of the convergence criteria). The total drag for the con-

verged design solution was calculated as being 10.5 kN compared to the initial design

solution drag of 11.4 kN. The magnitudes of these drag estimates were expected not to

be accurate because of the low grid resolution in the radial direction. However, the trends

in the change of drag force with shape were assumed to be correct. The y+ values of

the cells nearest the top and bottom walls at the exit plane of the optimized inlet flow

solution were calculated as being 21 and 22 respectively. These values are quite large and

indicate that the viscous sublayer was poorly resolved. The low resolution optimization

case was primarily used to reduce the computational time required for the high resolution

optimization case.

The optimized low resolution design was used as the starting point for the high reso-

lution optimization problem. The computational domain for the high resolution problem

was discretized with 50 cells in the radial direction and 10000 cells in the axial direction.

The clustering parameters and all of the other computational settings for high resolution

computations were the same as those used previously for the short conical inlet computa-

tions. Since the initial design was expected to be quite close to the global minimum, the

initial perturbations of the design variables were reduced to 10 millimetres.

The optimization algorithm took 30.4 CPU hours to compute the optimal high resolu-

tion inlet design. The convergence criteria was reached after 49 iterations were performed

with an objective function variance of 1.0 Newtons. Table 4.2 shows the values of the ini-

tial and optimized design variables where the initial design variables are the variables used

to start the low resolution optimization. The Mach contours for the optimized design flow
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Table 4.2: The initial and optimized design variables for the inlet design with the bent cowl (vari-
ables in metres).

dv[0] dv[1] dv[2] dv[3]
Initial 0.906 1.455 1.611 1.711
Optimized 1.038 1.414 1.703 1.720

solution are shown in Fig 4.8 along with the Mach contours for the initial design which

were obtained from a high resolution simulation of the initial design. Also shown in Fig.

Figure 4.8: Mach contours of the initial (upper half) and optimized (lower half) inlet designs.
There are 30 contour levels of Mach number ranging from 0.1 to 11.9

4.8 are the external Mach contours produced by the bent cowl for the initial design and

the optimal design. A separate flow solution was performed to calculate these Mach con-

tours and the drag on the external surfaces of the bent cowl. The computational domain

for these simulations started at the cowl tip and ended at the same axial position as the

computational domain used for the inlet optimization. A grid with 50 cells in the radial

direction and 2500 cells in the axial direction was used for these flow calculations. Each

grid was clustered towards the cowl surface and towards the inflow plane. A constant

temperature wall was set as a boundary condition along the cowl surface and the Baldwin

& Lomax turbulence model was used to model the growth of a turbulent boundary layer

from the cowl tip.

The optimization of the initial inlet design resulted in a 17.3% reduction in the total

amount of drag which is a considerable improvement. The total axial drag force (including
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the contributions due to the cowl) for the initial and optimized design were calculated as

being 21.4kN and 17.7kN respectively. Most of this drag reduction was achieved through

cancellation of shocks, minimisation of the inclined downstream compression surface

exposed to the high pressure flow, and minimisation of the cowl angle. The position of

the downstream shocks for the initial and the optimal designs is shown in the pressure

contour plots of Fig. 4.9. An analysis of the Mach number jump across all of the shocks

Figure 4.9: Contours of pressure for the initial and optimized inlet designs. There are 30 contours
of static pressure ranging from 1kPa to 130kPa.

in the optimal design flow solution showed that no shocks were strong enough to cause

boundary layer separation (according to Eq. 4.5). The weakening of the shocks can be

observed in Fig. 4.9 where the optimized design produces shocks that are generally more

oblique in comparison to the initial design. The average static pressure of the flow at the

exit plane of the optimized inlet is approximately 104 kPa which is close to the design goal

of 120 kPa. Since the shocks were cancelled on entry to the combustor in the optimized

design, the flow into the combustor is uniform. Uniform combustor entry flow has been

claimed to be beneficial for effective combustion [138], however, this may not be the case

at low flight Mach numbers where shock waves entering the combustor may be relied

on to form high temperature regions, or “hot-spots”, which can be used as a source of

ignition [27].

The most practical inlet design out of the three designed in this section appears to be

the inlet with the bent cowl. The short inlet was shown to generate a strong shock which

may cause the downstream boundary layer to separate at the Mach 12 design condition.

Also, the long inlet has a slender nose with a small cone half angle that was thought to

be insufficient to maintain structural integrity. The optimized bent cowl inlet on the other
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hand, is not likely to suffer from boundary layer separation at the Mach 12 flight condition

and the conical half angle is great enough to maintain structural integrity. Therefore, as

previously done by CIAM-NASA for the Mach 6.5 scramjet [184], the optimized bent

cowl inlet design was selected as the inlet for the scramjet module designed in this chapter.

The flow solution at the exit plane of the optimized inlet design was used as the inflow

condition for the scramjet combustor/thrust surface flow simulations in following sections

of this chapter.

4.3.3 Performance Assessment of Inlet Designs

This section provides a quantitative analysis of the drag, heat transfer and efficiency as-

sociated with the three inlet designs described in the previous section. Estimates of total

drag for each design were calculated by integrating the pressure and skin friction over all

of the wetted inlet surface area including the external cowl surface. The total heat transfer

was also calculated by integrating the heat transfer over the wetted area. Both of these

quantities were calculated by the flow solver in the process of calculating the flow solu-

tion. The final quantitative measure used to assess the inlet performance was an efficiency

term which is based on the fraction of the flow thrust power lost due to irreversibilities in

the flow. This idea for efficiency was obtained from a recent study performed by Riggins

et al. [177]. The efficiency term they derived is a truly second-law based efficiency term

that takes into account all of the coupled and uncoupled losses present in the flow. As a

result, it is a general and meaningful parameter that can be used to assess the performance

of many types of thrust producing devices [175].

The efficiency is a ratio of the available or useful propulsive work of the flow at the

exit plane of a flow device and the useful propulsive work of the flow entering the device.

The useful propulsive work at any point in the flow is considered to be the thrust work of

the fluid after an isentropic expansion to some reference condition. In the case of the inlet,

the streamtube at any point is isentropically expanded to the area of the streamtube at the

inlet plane or capture area cross-section. The stream thrust efficiency can be expressed as,

η =

∫
e

(ρu2 + p)dA∫
i

(ρu2 + p)dA

(4.6)

where the denominator integral is the stream thrust at the entrance to the engine (or the

component being analysed) and the numerator integral is the expanded stream thrust for

the station of interest. The denominator is the ideal (reversible) stream thrust of the flow at

the exit plane of an inlet with no losses present in the flow (isentropic inlet). Therefore the

efficiency given by Eq. 4.6 is a quantitative performance measure of the fraction of thrust
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power lost due to irreversibilities [177]. An inlet with a high thrust efficiency produces

compressed flow that has more thrust power available for conversion into work through

the expansion process.

The stream thrust of the flow exiting the inlet was calculated by summing the indi-

vidual stream thrust of every cell at the exit flow plane. Each cell’s stream thrust was

determined by first isentropically turning the streamtube associated with that cell back

into the direction of the free-stream flow. This involves a cross-stream area change in the

streamtube if the cell velocity vector is not parallel to the free-stream velocity vector. The

streamtube is then expanded isentropically back to the reference area where the reference

area is a fraction of the total inflow mass capture area. The fraction is equal to the mass

flow of the individual cell divided by the total mass flow across the inflow plane. The

stream thrust efficiency is then calculated using Eq. 4.6.

The integrated drag forces for all of the inlet designs presented in this chapter are

shown in Table 4.3. The inlet and external cowl drag forces due to the static pressure

(inviscid) and skin friction (viscous) are listed separately for each design. The tabulated

quantities are all based on the results of the high resolution simulations and are for com-

plete axisymmetric designs. The total heat transfer from the flow to the inlet (including

the cowl), stream thrust efficiency, and overall dimensions of all the inlet designs are

shown in Table 4.4.

Table 4.3: Drag of inlet designs in kN. “Inv” represents the component of drag due to static
pressure forces and “Visc” represents the component of drag due to skin friction.

Inlet type Inlet Cowl Total Net drag
Inv Visc Inv Visc Inv Visc

Short 8.42 3.32 0.70 0.35 9.12 3.67 12.79
Long 8.40 10.43 0.71 0.80 9.11 11.23 20.34
Initial bent 10.95 5.02 4.69 0.73 15.65 5.75 21.40
Optimized bent 8.80 4.66 3.52 0.73 12.31 5.3917.70

Table 4.4: Heat transfer, efficiency, and geometry of inlet designs.

Inlet type Heat transfer Stream thrust Length Internal vol.
(MW) efficiency (%) (m) (m3)

Short 3.36 96.3 1.64 0.32
Long 12.59 93.3 6.50 1.33
Initial bent 6.01 95.6 1.81 0.44
Optimized bent 5.51 96.1 1.81 0.44



96 Design of a Scramjet Engine Flow Path

Several interesting points can be made regarding the quantitative results presented in

both these tables:

• Firstly, the viscous drag component of the long inlet is greater than the inviscid compo-

nent. This result indicates that minimising the inlet length at the Mach 12 design condi-

tion is an important design consideration. It also indicates that modelling boundary layer

development and taking into account viscous drag is essential for quantitative scramjet

performance assessment.

• The net unoptimized bent cowl inlet drag was greater than the long inlet drag even

though the long inlet has a larger viscous drag component (approximately double). The

greater amount of drag is a result of the increased form area associated with the bent cowl

design. This result highlights the importance of making hypersonic flight vehicles as slen-

der as possible.

• The excessive heat transfer and skin friction levels for the long inlet design has a detri-

mental effect on the stream thrust efficiency. The levels are so great, that the irreversible

processes of heat transfer and skin friction contribute a larger gain in entropy than the

reduction in entropy from compressing the flow with weaker shocks. As a result, the long

inlet has the poorest stream thrust efficiency.

• The optimization of the bent cowl inlet achieved a substantial reduction in overall drag

(17.3%). As discussed in the previous section, this reduction in drag was achieved through

cancellation of shocks, minimisation of the inclined downstream compression surfaces

and minimisation of the cowl angle. Stream thrust efficiency was also improved by opti-

mization since losses were reduced because of shock cancellation. However, only a slight

improvement in heat transfer was achieved through optimization.

• Even though the short inlet and bent cowl inlet are of similar length, the total viscous

component of drag for the optimized bent cowl inlet is substantially greater. The larger

viscous component of drag is due to the increased cowl length. The short inlet has a

cowl with an axial length of 258 mm and the optimized bent cowl has an axial length of

498 mm which is almost double. Interestingly, the external viscous drag on the cowl is

approximately double as well. The optimized bent cowl inlet also has a greater inviscid

component of drag which as discussed earlier, is due to the greater form area associated

with the bent cowl design.

• The inlet design with the highest stream thrust efficiency was the short inlet design.

Even though this is not a practical design because of the potential problems with bound-

ary layer separation, the design demonstrates that the reduction of heat transfer and skin

friction can be just as important as reducing the number and strength of shocks when try-

ing to design an efficient inlet (in terms of stream thrust efficiency).
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The last part of the performance assessment for the inlet designs was an analysis of

the axial skin friction distribution for the optimized inlet design. The skin friction makes

up approximately 30% of the total drag force for the optimized design (excluding cowl

drag), which is a significant proportion. Figure 4.10 shows the distribution of calculated

skin friction force along the length of the inlet where the plotted skin friction value is

equal to the axial component of the wall skin friction force per unit length. The figure

Optimized Inlet Design
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Figure 4.10: Plot of axial skin friction force distribution along the surface of the optimized inlet.
The profile of the optimized inlet design is shown at the top of the figure.

clearly shows that the skin friction force is greatest at the downstream end of the inlet

where the inlet joins the combustor. This results illustrates the need to make the high

temperature and pressure regions of the scramjet as short as possible in order to minimize

skin friction. Another feature of the plot is the gradual increase in skin friction force

moving downstream along the conical forebody. Most of the axial increase in skin friction

is due to the increase in surface area as the cone radius increases rather than an increase

in wall shear stress.

At the downstream end of the inlet, the flow is effectively contained within two con-

centric cylinders which give a high surface area to volume ratio. Consequently the skin

friction is very high. A different scramjet inlet concept that would result in a lower skin

friction force (assuming wall shear stress levels are the same) would be a funnel type inlet

with a cylindrical combustor as shown in Fig. 4.11. The major reduction in skin friction

would be within the combustor where the wall shear stress levels are the highest. For a
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Figure 4.11: An internal axisymmetric scramjet concept.

given combustor cross-sectional area, the ratio of the surface area for a concentric cylinder

type combustor to the surface area of a cylindrical type combustor is,

increase in surface area =
(r2

2 − r2
1)

1
2

(r2 − r1) (4.7)

where the radiuses,r1 and r2, are the inner and outer radii of the concentric cylinder

type combustor. For the exit plane radii of the optimized inlet, the surface area ratio is

approximately 8.1 . Therefore, a substantial reduction in internal skin friction may be

achieved if the scramjet is designed with a single cylindrical duct type combustor. A

similar reduction would be achieved for the heat transfer.

4.4 Combustor/Thrust Surface Design

The design of the combustor and thrust surface for the axisymmetric scramjet stage was

carried out by first undertaking a computational parametric analysis of the combustor

length for an initial baseline design. The purpose of the parametric study was to ap-

proximately identify the optimal length of the combustor for premixed fuel injection. A

parametric approach was used, rather than formulating an optimization, problem because

it was believed that the gradient-search optimizer would not cover a large enough design

space to investigate combustor designs that were very long and very short. It should be

emphasised that the intention of the parametric study was only to identify an approxi-

mate optimal combustor length, since the actual optimal combustor length is coupled to

the design of the thrust surface. The results of the parametric analysis were then used to

specify an initial design that was subsequently optimized for maximum thrust using the

optimization design tool presented at the beginning of this thesis. The optimization of the
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combustor/thrust surface design was performed by solving only a single high resolution

optimization problem since a low resolution computation of the flow would substantially

under-estimate the skin friction. As discussed in Section 4.3.3, the skin friction within

the combustor is expected to be high and would, therefore, have a strong influence on the

results of the optimization.

The remainder of this section details the design procedure described above in three

sub-sections. These sub-sections are prefaced by a sub-section that discusses some scram-

jet combustor/thrust surface design issues to provide an introduction to the following de-

sign study. The first of the three design sub-sections describes the assumptions and con-

straints used throughout the design process. Following this sub-section, the computational

parametric analysis of the combustor length for an initial baseline design is described. Fi-

nally, the last sub-section presents the methodology and results for the optimization of

the combustor/thrust surface. Within this sub-section, the performance of the initial and

optimized designs is assessed and compared.

4.4.1 Discussion of Design Issues

The primary goal of the combustor and thrust surface of a scramjet is to extract energy

from the combustion process and to use this energy to perform the maximum amount of

work on the vehicle through expansion of the exhaust gases. The attainment of this goal

is hampered by flow losses, inefficiencies and design constraints, which are often un-

avoidable in practical engine designs. Many of the dissipative losses associated with the

inlet section of the scramjet, such as friction, flow separation and shock losses, are also

prevalent in the combustor and nozzle. Additionally, the performance of the combustor

and thrust surface is degraded by inefficiencies associated with fuel injection and mixing,

finite-rate combustion kinetics, and incomplete combustion. Together, these loss mecha-

nisms and the complex flow processes within the scramjet make up a highly coupled flow

system that is not easily decomposed and analysed. In this section, some of the design

issues associated with the combustor and thrust surface of a scramjet are detailed.

As stated in Section 4.1, the assumption is made that the hydrogen fuel is perfectly

mixed with the air-stream at the injection point. The details of modelling injection and

mixing have been deliberately avoided because hypersonic fuel injection and mixing in

scramjet combustors is a very complex design issue [54, 48], particularly for high Mach

number flows [176].

Although the mechanisms of hypersonic mixing are not modelled in the design of

the combustor, the effects of finite-rate combustion are included. Inefficient finite-rate

combustion (or incomplete combustion) of the fuel that is mixed with the air-stream is

one of the major sources of thrust loss in a scramjet engine [177]. To initiate combustion,
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the temperature and pressure of the air entering the combustor duct must be high enough

to cause the hydrogen-air mixture to ignite and react in less time than the residence time

of the flow in the combustor. Typically, temperatures and pressures of at least 1000 K

and one atmosphere will cause combustion to occur and at a fast enough rate. For a

given flight condition, the temperature and pressure of the flow entering the combustor

are entirely dependent on the geometry of the inlet. The geometry of the combustor and

expansion nozzle have a strong bearing on the completion of the combustion reaction and

the amount of energy extracted out of the combustion process.

Once ignition has occurred, the temperature and pressure of the reacting gas rapidly

increases as the exothermic reactions take place. As the reaction process continues, the

concentration of intermediate radicals involved with combustion increases, tending to

slow the reaction process down. If the reacting gases are not sufficiently cooled, the

concentration of radicals can become high enough to restrict combustion. When the re-

acting gas is cooled, the radicals recombine to form complex molecules such as H2O,

and allow the combustion reaction to proceed further towards completion. The formation

of complex molecules releases thermal energy into the flow, which is then available for

conversion to kinetic energy by the thrust surface [119].

To promote the formation of combustion products, Billig [27] has suggested injecting

the fuel at a high equivalence ratio to cool the flame. Another method for promoting

the formation of combustion products is to diverge the combustor slightly so that the

combustion products are partially expanded and cooled. Diverging the combustor can

also have the benefit of increasing the amount of heat that can be released into the flow

though combustion before the thermal choking occurs. However, adding heat through

an expansion results in a larger decrease in the total pressure and an increase in the heat

rejected in the exhaust stream for a given amount of heat released into the flow [111].

Also, if the flow is expanded at too high a rate, the flame may be extinguished and the

benefits of expansion will be lost. Therefore, a balance must be achieved for optimum

combustor performance.

Another source of thrust loss in the combustor is skin friction, which can become quite

high for long combustor ducts. Long combustion ducts also place higher demands on the

combustor cooling system. Therefore, there is a need to make the combustor as short

as possible. By reducing the length of the combustor, however, the extent to which the

combustion reaction runs to completion is also reduced, thereby reducing the chemical

energy that is released into the flow. As less chemical energy is released into the flow,

the overall engine thrust force will decrease. The amount by which the thrust force will

decrease with combustor length, and the amount by which the drag force caused by skin

friction will decrease, is highly dependent on the flow conditions within the combustor

and the geometry of the combustor. Therefore, it is not a trivial exercise to determine the
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length of the combustor that will give the optimum balance of these opposing forces.

The design of the thrust surface wall contour is equally as important as the design of

the combustor duct wall contour. Ideally, the thrust surface contour should expand the

exhaust gases to a pressure just above the free-stream pressure so that back flow does

not occur. It should also direct the exit flow into a parallel uniform jet aligned with the

free-stream. Rao [173] proposed a method for the design of such a contour, however, the

method is based on finding an expansion contour for a nozzle of a fixed length using invis-

cid, non-reacting flow relations. Skin friction and finite-rate recombination processes play

an important part in determining the performance of scramjet thrust surfaces, therefore,

the Rao method would not be an ideal means of designing the thrust surface. Also, the

optimal length of the thrust surface is not known prior to design since it is a function of

the thrust surface skin friction and thrust work extracted from the flow. A better method of

designing the thrust surface is to use a flow solver that can model the viscous and reacting

mechanisms associated with the flow, and coupling it to a optimization algorithm as in the

current study.

4.4.2 Design Constraints & Assumptions

The design concept used for the combustor and thrust surface of the axisymmetric scram-

jet stage is shown in Fig. 4.12. It consisted of a single continuous B´ezier curve that

Continuous Bezier curve

Combustor/thrust surface

Fuel injection

Inflow from
inlet solution

Cowl

Booster connector sting

Computational domain

Centre line
of vehicle

Figure 4.12: Axisymmetric combustor and thrust surface design concept.

makes up the axisymmetric combustor and thrust surface along the centre body of the

scramjet, and a straight wall cowl with a 10◦ expansion at the tip. The contoured com-

bustor and thrust surface were defined with a continuous B´ezier curve along the body to

give a smooth transition between the duct sections since sharp corners on thrust produc-

ing expansion surfaces have been suggested as being detrimental to performance [173].

A Bézier curve was used to define the combustor/thrust surface because they are very

versatile in the range of shapes they can produce and the coordinates of the B´ezier control

points are good optimization design variables. The upstream end of the B´ezier curve had a

radial position that matched the adjoining inlet and the initial slope of the curve was fixed

to be parallel to the vehicle centre line. The downstream end of the B´ezier curve was also
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fixed to be parallel to the centre line and at a radial position to allow for connection to the

rocket booster (sting diameter 0.3 m).

The computational domain boundary used for all of the design flow calculations within

this section is also shown diagrammatically in Fig. 4.12. Note that the flow calculations

excluded the expansion from the cowl tip and assumed that the entire top boundary was a

solid no-slip constant temperature wall. The cowl expansion was omitted from the flow-

field design calculations since it was assumed that the cowl expansion would not have

a significant effect on the thrust surface flow. The position of the cowl expansion and

the small thrust contribution from the cowl expansion were considered at the end of the

design optimization section where a performance assessment of the optimized design is

made.

The left boundary of the computational domain was set as the inflow plane. The

flow condition along this plane was taken from the flow conditions calculated at the final

downstream plane of the high resolution optimized inlet design discussed in Section 4.3.2.

The bottom boundary was set to a no-slip wall at a constant temperature of 1000K and

the right boundary was set as the exit plane. Injection of hydrogen fuel was simulated

by adding hydrogen though the governing equations source terms across a strip of cells 1

millimetre downstream of the inflow plane (see Fig. 4.13). The strip of cells were centred

Figure 4.13: Strip of cells where hydrogen was added to the flow to simulate hydrogen injection
from a central strut.

on the midline of the combustor and the strip had a length equal to half the height of the

combustor. The hydrogen was injected into the flow through a central strip of cells to

simulate fuel injection from a central strut injector. A central strut type injection of the

fuel was chosen in preference to a uniform cross-stream injection or a wall injection, to

reduce the heat release within the boundary layers through combustion and subsequent

wall heat transfer. The position of the fuel injection within the combustor was thought

not to have a major influence on the final optimized thrust surface since earlier work

associated with this thesis [111] demonstrated that the distribution of heat addition does

not effect the profile of the optimized thrust surface significantly. Broadbent has also
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observed that the propulsive efficiency is not very sensitive to the precise distribution of

heat [32].

The hydrogen fuel was added to the air flow at a fuel rich stoichiometric ratio of 1.3

based on the total mass flow rate of the air within the combustor. This corresponds to a fuel

flow rate of 0.398 kg/s. A fuel injection stoichiometric ratio of 1.3 for hydrogen in air has

been recommended by Billig [27] as being adequate for cooling purposes at a flight Mach

number of 12. Apart from the cooling benefit of a high stoichiometric ratio (or equivalence

ratio), a high ratio also limits the maximum temperature in the combustion zone and

thereby reduces the fraction of dissociated species in the nozzle expansion which can be a

large loss mechanism. The hydrogen was added to the injection region of the flow domain

in the simulations through the mass source term in the governing PNS equations (see Eq.

2.5). The amount of hydrogen added to each computational cell within the injection region

was calculated by multiplying the density of that cell by a constant. The same constant

was used for every cell in the injection region regardless of cell density. The value of the

constant was varied until an overall stoichiometric ratio of 1.3 was obtained. The velocity

of the injected hydrogen was also set to the velocity of the air in the respective cell, by

adding an appropriate momentum source term. Finally, the temperature of the injected

hydrogen was set at 800 K which accounts for an expansion of the fuel from the cooling

channels. This temperature was set by adding an appropriate energy source term in the

governing equations.

4.4.3 Parametric Study of Combustor Length

The baseline scramjet combustor/thrust surface design for the combustor length paramet-

ric study is shown in Fig. 4.14. The contoured wall of the combustor/thrust surface was

defined with a 12 control point B´ezier curve. The radial position of the first 8 control

Figure 4.14: Layout of Bézier control points which define the contoured surface of the combustor
and thrust surface for the combustor length study.
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points were set at 0.485 m and the radial position of the remaining control points were set

at 0.15 m. The parameterL was varied to give designs with different combustor lengths.

Figure 4.14 shows that the length parameterL does not correspond to a constant area com-

bustor section of lengthL. The Bézier curve produces a slight expansion in the combustor

which increases in the downstream direction.

A total of 12 designs were assessed where the length parameterL was set to 0.01,

0.05, 0.1, 0.2, 0.3, 0.5, 0.7, 1.0, 1.5, 2.0, 2.5, and 3.0 metres. The computational domains

for each of these design were discretized with 50 cells in the radial direction and from

2000 to 15000 cells in the space-marching axial direction, depending on length. The cells

were clustered radially towards the top and bottom of the domain using an exponential

clustering parameter of 1.01 (see Eq. 2.104) to match the radial clustering of the inlet

computational domain. The cells were also clustered axially towards the inflow plane

using a clustering parameter of 1.2 .

As stated previously, the inflow conditions for all of the combustor/thrust surface cal-

culations in this chapter, were taken from the final downstream plane of the high resolution

optimized inlet design. Figure 4.15 shows the axial velocity profile and static temperature

profile for this inflow plane.
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Figure 4.15: Profile of axial velocity and static temperature for the inflow plane used in the com-
bustor/thrust surface flow calculations.

The top and bottom edges of the domain were set to no-slip constant temperature

boundary conditions with a wall temperature of 1000 K. The Baldwin & Lomax turbu-
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lence model was used with a compressible damping term to model the development of

the boundary layers along these walls (see Section 2.9). A CFL number of 0.25 was used

to maintain numerical stability and the convergence criteria was set to a maximum den-

sity residual of 0.01%. The modified 8 reaction, 7 species Evans & Schexnayder reaction

model was used to model the finite-rate combustion process. The details of this reaction

model are presented separately in Appendix C.

The flow calculations (for a single pass of the flow solver over the flow domain) took

from 2.7 hours for the short design to 18.5 hours for the long design to complete using one

R10000 processor of the SGI Origin 2000. The total calculated axial skin friction drag

force, axial thrust force, and heat transfer for each of the combustor/thrust surface designs

are presented in Table 4.5. These results are also presented graphically in Fig. 4.16. The

Table 4.5: Forces and heat transfer calculated for twelve combustor/thrust surface designs with
varying length.

Combustor Combustor/thrust surface body forces, kN Heat
length L, m Skin friction Thrust Net thrust transfer, MW

0.01 4.1 13.3 9.2 3.8
0.05 4.9 15.9 10.9 4.8
0.1 5.8 17.2 11.4 5.7
0.2 7.6 18.9 11.3 7.9
0.3 9.7 20.2 10.5 10.2
0.5 14.1 22.3 8.2 14.9
0.7 18.0 23.9 5.9 19.4
1.0 23.9 26.0 2.2 26.0
1.5 32.7 36.2 3.5 36.6
2.0 40.3 48.7 8.4 46.1
2.5 47.2 59.6 12.4 55.1
3.0 52.9 68.5 15.6 63.3

results show that the total heat transfer and skin friction tend to increase approximately

linearly with combustor length. The total net thrust curve shows an initial peak in thrust

for short combustors, a minimum thrust for a design with aL equal to approximately 1

metre, and then a steady rise in total thrust as the combustor length is increased. The

behaviour of the thrust performance curve can be explained by considering the finite-rate

combustion process of hydrogen and air in a constant area duct. The combustion process

begins with an induction period where small concentration of radicals such hydroperoxyl

(HO2) are formed. In this period, the change in the bulk fluid quantities of the flow do

not change appreciably. When the concentration of the induction radicals is high enough,

oxidation of hydrogen takes place through a cascade of chain-branching reactions that
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Figure 4.16: Total forces and heat transfer plotted as a function of combustor length for the initial
combustor/thrust surface design.

ultimately terminate forming H2O. In a constant area duct, the reaction process eventually

comes to an equilibrium state down-stream of the reaction front and the reaction process

effectively stops. When the reaction process comes to equilibrium, there is no further

heat release into the flow. This effect can be seen in the thrust curve shown in Fig. 4.16.

There is an initial rapid increase in thrust produced from the combustion process as the

combustor length is increased from a very small length, and then the thrust begins to level

off up to a design with a combustor length parameter of approximately 1 metre.

As the combustor length is increased, the thrust begins to increase again at approxi-

mately a linear rate. The process that is occurring within the combustor that is causing the

increase in thrust, is compression of the combustor flow from the boundary layers. The

boundary layers continue to grow in thickness as the flow proceeds down the length of the

combustor which effectively produces a combustor with converging walls. Therefore, the

static pressure of the flow at the start of the expansion is greater than the static pressure

that would be generated by combustion alone. The increase in static pressure can be seen

in Fig. 4.17 which shows the static pressure as a function of length at a position midway

between the top and bottom walls of the combustor/thrust surface. Also shown in this fig-

ure, is the static pressure distribution resulting from combustion in a simple constant area

duct with slip wall boundary conditions. The simulation for this design used the same

inflow conditions and fuel injection specifications that were used for the complete com-
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Figure 4.17: Midline static pressure distribution for several combustor/thrust surface designs with
increasing combustor length. Also shown is the static pressure distribution for 4 metre long,
constant area combustor with slip wall conditions.

bustor/thrust surface flow calculations. By setting the wall boundary conditions to a slip

wall, the effect of the flow compression from the boundary layer growth is removed and

the equilibrium combustion pressure is attained. The static pressure at the inflow plane of

the combustor prior to fuel injection is also labelled on they-axis.

The left graph in Fig. 4.17 shows the pressure distribution for the combustor/thrust

surface designs with the shorter combustors. For these designs, the maximum static pres-

sure does not reach the equilibrium combustion pressure because of the early expansion.

The increase in pressure due to boundary layer compression for these designs is also small

compared to the pressure increase due to combustion. In the right graph of Fig. 4.17 are

the pressure distributions generated using the designs with the longer combustors, which

show the pressure increase due to compression by the boundary layers. The flow com-

pression for the longest design is so great that the pressure increase due to compression

is greater than the increase in pressure from the combustion reaction. The pressure fluc-

tuations shown in both graphs are a result of waves generated by a miss-match of static

pressure between the fuel injection stream and the rest of the flow.

The total drag force for each design (illustrated in Fig. 4.16) is entirely due to the

skin friction acting on the surfaces of the combustor and thrust surfaces. As the length

of the combustor increases, the total skin friction increases in an almost linear response

(particularly for the shorter designs). This results suggests that the magnitude of the shear

stress acting on the walls of the combustor where the majority of the skin friction occurs, is

constant. However, the pressure within the combustor steadily increases as the combustor

length is increased. Therefore, the shear stress acting on the wall of the combustor appears

to be insensitive to the pressure within the combustor. A similar result was also obtained

recently in an experimental investigation of shock-tunnel skin-friction measurements in

a supersonic combustor [72]. That study also showed that the shear stress acting on the

walls within a scramjet combustor where combustion did not occur was not significantly

different to the shear stress measured when combustion did occur.
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The Mach number distributions along a line midway between the top and bottom walls

of the combustor and thrust surface are shown in Fig. 4.18 for all of the combustor/thrust

surface designs. The right half of the figure shows the Mach number distribution for the
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Figure 4.18: Midline Mach number distribution for all of the combustor/thrust surface designs.
Also shown is the Mach number distribution for a 4 metre long, constant area combustor with slip
wall conditions.

designs with the longer combustors where there is a significant amount of flow compres-

sion due to boundary layer growth. As the flow is compressed by the boundary layers, the

temperature of the flow also increases. This increase in temperature results in an increase

in sound speed. Therefore, since the change in flow speed is small, the Mach number

of the flow drops as the combustor becomes longer and effectively more narrow. The

reduction in Mach number for the longest combustor design is so great the entire flow

almost becomes subsonic. A design having a longer combustor would probably result in

the combustor becoming choked. The Mach number of the centre line flow at the inflow

plane is also marked on the graphs in Fig. 4.18. There is a rapid decrease in the Mach

number from this initial value as soon as the fuel is injected into the flow. Hydrogen has a

much lower molecular mass than the average molecular mass of air. Subsequently, when

hydrogen is introduced into the flow, the sound speed of the gas mixture increases and the

Mach number reduces.

The final part of the combustor/thrust surface design assessment for the various com-

bustor lengths was an analysis of the chemical species formed and consumed through the

combustion process. The distribution of H2, H, OH and H2O along a line mid-way be-

tween the contoured surface and the cowl for all of the designs is shown in Fig. 4.19.
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Figure 4.19: Midline mass fractions for several combustor/thrust surface designs with increasing
combustor length.
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The mass fraction plots reveal several interesting points regarding the combustion pro-

cess and how it is effected by the length of the combustor duct :

• The ignition delay time for the combustor/thrust surface design with the shortest com-

bustor,L = 0.01m, was substantially increased due to expansion waves cooling the air/fuel

mixture prior to the combustion front. The short combustor also caused the recombina-

tion of the excess unburnt hydrogen to become frozen very rapidly. This can be seen in

the mass fraction plots for molecular hydrogen and atomic hydrogen. Since there is a

relatively high concentration of atomic hydrogen in the exit flow of the short combustor,

a considerable amount of energy is lost in the exhaust flow through the unrecombined

hydrogen atoms.

• The H, OH and H2O mass fraction plots for the long combustor designs show that H2O

formed as a result of combustion is dissociated as the flow is compressed by the growing

boundary layers. The boundary layers raise the mean temperature of the flow and cause

some of the H2O molecules to dissociate. However, the expansion following the com-

bustor is gradual enough to allow all of the dissociated H2O to recombine before exiting

the scramjet. If the expansion was more rapid, the recombination process may freeze and

energy could be lost as dissociated radicals, such as H and OH.

• The centre line H2O mass fraction at the exit plane of the scramjet for all of the designs

are very similar. This result indicates that the expansion rate of the thrust surfaces for all

of the designs was slow enough to ensure that the recombination reactions for the radicals

involved in the combustion reaction, did not freeze. However, as discussed previously,

the recombination reactions for the excess atomic hydrogen to molecular hydrogen do

become frozen for the shorter combustors.

The combustor/thrust surface design with a combustor length parameter of 0.1 metres

was selected as the initial design to be optimized using the Nelder-Mead optimization al-

gorithm. This design exhibited a high net thrust while having a low overall heat transfer.

The designs with very long combustors (L = 2.5 & 3.0) gave greater thrusts, however, the

heat transfer through the walls was an order of magnitude greater. Clearly the combus-

tor/thrust surface designs with the shorter combustors are superior to the long combustor

designs (neglecting mixing). It is important to realise that this distinction may not have

been identified if the parametric study had not been performed prior to solving the design

optimization problem using the Nelder-Mead optimization algorithm. The Nelder-Mead

optimization algorithm is a sloped-based optimizer and the objective function was only

a function of the overall thrust and did not contain any term relating to the heat trans-

fer associated with a particular design. Therefore, the optimization algorithm may have

converged to a design solution with a very long combustor if the initial design had a com-

bustor with a large length to start with. If this was the case, the benefits of reducing the

combustor length may not have been realised. By starting with an initial design with a
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short combustor, the likelihood of the optimizer converging to an optimal design with a

short combustor length and low heat transfer becomes greater.

4.4.4 Optimization of Combustor and Thrust Surface

The optimization problem for the combustor and thrust surface consisted of optimizing

the geometry of an initial design for maximum axial thrust. The geometry of the com-

bustor/thrust surface was defined with six design variables that specified the length of

the combustor, the length of the thrust surface, and the shape of the thrust surface B´ezier

curve (see Fig. 4.20). The B´ezier curve was defined with 12 control points where the

Figure 4.20: Design variables for optimization of combustor/thrust surface.

radial position of the first six upstream control points were fixed as were the radial posi-

tion of the last two downstream control points. The axial position of the B´ezier control

points were set as functions of the length design variables, dv[0] and dv[1], and the radial

position of the four unconstrained control points were used as design variables, dv[2] to

dv[5]. The radial positions of the six upstream control points were constrained primarily

to prevent the optimizer from attempting to converge the combustor duct. However, as

was shown in the parametric study, this constraint does not prevent the B´ezier curve from

forming a combustor with a diverging wall since the neighbouring downstream control

points have a strong influence on the combustor wall slope when the combustor length

design variable, dv[0], is small. The radial constraint on the last two downstream control

points was imposed to maintain curvature continuity with the mating connector sting.

A further constraint was also imposed on the maximum radial position of the design

control points, dv[2] to dv[5], to prevent the B´ezier curve from having a radial position
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greater than the radial position of the first six upstream control points. This constraint

was imposed by first assessing the radial position of all points along a prospective B´ezier

curve design determined by the optimizer before the design was issued to the flow solver.

If any part of the curve had a radial coordinate greater than the limit, the nearest B´ezier

control point was reduced until the curve was acceptable. The modified design was then

given to the flow solver. If this constraint had not been used, the optimizer may have

attempted to converge the duct in order to increase the flow temperature and burn the fuel

subsonically.

The initial values of the design variables and the initial perturbations (in metres) for

all of the design variables are given in Table 4.6.

Table 4.6: Initial design variables and perturbations for the combustor/thrust surface optimization
(in metres).

Design variable dv[0] dv[1] dv[2] dv[3] dv[4] dv[5]
Initial values 0.1 1.0 0.4851 0.4851 0.15 0.15
Initial perturbations 0.05 0.5 -0.15 -0.15 0.15 0.15

The computational setup used for the optimization flow calculations was the same as

the setup used for the parametric combustor length study discussed earlier. A computa-

tional domain discretization of 50× 2000 cells was used for all of the flow calculation

regardless of combustor and thrust surface length.

The objective function for the optimization problem was set as the summation of an

arbitrary force value of 50 kN and the integrated total combustor/thrust surface thrust force

calculated by the flow solver due to pressure and friction (where axial thrust is negative

for a propulsive force). This formulation of the objective function was used to ensure

that a design with a high propulsive thrust results in a low positive objective function

evaluation. The Nelder-Mead optimization algorithm was used to minimise this objective

function by perturbing the initial design variables. A simplex variance of 10 Newtons was

set as the optimization convergence criteria (see Eq. 3.1).

The results of the combustor/thrust surface optimization are shown if Fig. 4.21 where

the total calculated thrust for each design is plotted against the design iteration (a nega-

tive value indicates a propulsive thrust). The optimization record shows that an optimum

design was first found after 126 evaluations of the objective function (with one flow solu-

tion computed per function evaluation). The variance of the simplex after 126 evaluations

(or iterations) was approximately 50 N so the optimization algorithm continued to search

for an improved design. In subsequent iterations, no improvement could be made to this
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Figure 4.21: Optimization record for the combustor/thrust surface showing total thrust in kN.

design and the simplex variance maintained a value of approximately 50 N. Therefore,

the optimization algorithm was manually stopped after 158 iterations where it had be-

come clear that the simplex variance was not going to decrease substantially with further

searching. The variance of 50 N may have been a result of the reflecting waves generated

by the miss-match of static pressure between the fuel injection stream and the rest of the

flow (as discussed previously).

The net result of the optimization was an increase in axial thrust developed by the

combustor/thrust surface from an initial value of 11.36 kN to 13.52 kN which is a sub-

stantial 19% increase. The initial and optimized design variables are shown in Table 4.7.

The optimization algorithm took 290.1 CPU hours (using one R10000 processor of the

Table 4.7: Initial and optimized design variables for the combustor/thrust surface.

Design variable dv[0] dv[1] dv[2] dv[3] dv[4] dv[5]
Initial values 0.1 1.0 0.4851 0.4851 0.15 0.15
Optimum values 0.2344 1.1656 0.3304 0.3222 0.0856 0.2975

SGI Origin 2000) to complete the 126 objective function evaluations required to optimize

the combustor/thrust surface design.

The optimized combustor/thrust surface design for the Mach 12 axisymmetric scram-

jet is compared against the initial design and a straight ramp expansion design in the

contour plots shown in Figs. 4.22 and 4.23. The plots show contours of static pressure

and Mach number for all three designs.
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The straight ramp combustor/thrust surface design is the same length as the optimized

design and the start of the expansion is positioned at the same axial position where the

duct height of the optimized design is 10% greater than the initial combustor duct height.

Therefore, the combustor length is very similar to the optimized combustor length. This

can be seen in Fig. 4.24 which shows the wall profiles for all three designs. This figure
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Figure 4.24: Profiles of wall designs for the combustor/thrust surface.

also shows that the upstream geometry of the initial design and the optimized design are

very similar.

The calculated forces and heat transfers associated which each of the three designs are

listed in Table 4.8. The exerted drag force (due entirely to skin friction) and heat transfer

Table 4.8: Forces exerted on the combustor/thrust surface designs in kN and total heat transfer
through the internal walls in MW.

Design Drag Thrust Net Thrust Heat transfer
Initial 5.83 17.19 11.36 5.75
Optimized 5.95 19.47 13.52 5.93
Straight 5.93 19.17 13.24 5.92

for each of the three designs is very similar despite the difference in geometry. However,

there is a large difference in net thrust between the initial design and the optimized design.

Most of the net thrust difference between the initial design and the optimized design is

a result of the increased force on the thrust surface rather than a decrease in drag from

skin friction. It is also interesting to note that the net thrust for the straight ramp design

is similar to the net thrust for the optimized design. This result indicates that the thrust

developed is more sensitive to the overall rate of expansion (or length for a fixed expansion

ratio) than the contour of the expansion. This is consistent with the study by Jacobs &
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Craddock [111] where most of the benefit gained for an inviscid optimization of a scramjet

nozzle came from lengthening the expansion surface.

The optimized thrust surface and the straight ramp thrust surface design both maintain

a higher pressure across the thrust surface over a larger radial distance which translates

to a higher overall thrust. This can be seen in Fig. 4.25 which shows the static pressure

along the thrust surface as a function of radial distance. The good thrust performance of
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Figure 4.25: The radial distribution of static pressure over the three thrust surfaces designs.

the straight ramp expansion design is due to the high pressure at the start of the expansion

where the radial wall coordinate is large. Axisymmetric designs with high propulsive

pressures at large radial distances are advantageous because of the increased circumfer-

ential area.

Even though the contoured optimized design and the straight ramp design have very

similar net thrusts, the contoured design is favoured because the contoured expansion

generates an exhaust flow that is more aligned to the axis of the vehicle. Axial exhaust

flow may result in a lower form drag for any downstream aerodynamic surfaces compared

to the drag that would result from flow that is turned into the axis. Also, the static pressure

at the downstream end of the internal cowl surface is lower for the contoured thrust surface

design compared to the straight ramp thrust surface (see Fig. 4.22). Therefore, the cowl

tip would need to be positioned further downstream for the straight ramp expansion design

to ensure the tip pressure would not cause flow reversal. The longer cowl would result in

a higher skin friction drag force.

The similar total drag and heat transfer for all three designs is predominately a result

of the designs having approximately the same combustor length (in terms of a constant



4.4 Combustor/Thrust Surface Design 117

area length). The levels of skin friction and heat transfer on the combustor walls are much

greater than the those seen on the expansion surfaces. Therefore, since the combustor

skin friction and heat transfer distribution are similar for all three designs, the total skin

friction and heat transfer for the three designs are also similar. The distribution of skin

friction and heat transfer for the three designs is illustrated in Fig. 4.26 which shows the

calculated axial skin friction and heat transfer distribution per metre length for all three

designs (note that this includes the skin friction and heat transfer from the internal cowl

surface also). These figures show the very high skin friction and heat transfer within the
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Figure 4.26: Rate of skin friction and heat transfer along length of the three combustor/thrust
surface designs.

combustor region and a rapid decrease in the levels as the flow is expanded.

The extent to which the combustion reaction proceeds to the equilibrium state within

the combustor for the three combustor/thrust surface designs, can be determined from the

midline static pressure and temperature plots in Fig. 4.27. These plots show the pressure

and temperature along a line midway between the top and bottom surfaces of the com-

bustor/thrust surface designs. Also shown on these plots are the pressure and temperature

distributions for a constant area combustor where the wall conditions have been set to a

slip wall so that boundary layer growth is omitted from the calculations (and thus flow

compression from the boundary layer). The constant area distributions give an approxi-

mation of the final equilibrium pressure and temperature of the combustion reaction. A
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Figure 4.27: Midline static pressure and temperature distribution for the initial, optimized and
straight ramp combustor/thrust surface designs. Also shown are the distributions for a 1.4 metre
constant area combustor with slip wall conditions.

comparison of the constant area combustor results with the other combustor/thrust surface

results shows that the amount of chemical energy released into the flow for the three com-

bustor/thrust surface designs, is significantly lower than the maximum possible chemical

energy attainable by running the combustion reaction to an equilibrium state. The reduc-

tion in the amount of chemical energy release is a result of the short combustor length.

However, the loss of chemical energy is balanced by a reduction in the combustor skin

friction due to the short combustor lengths.

The calculated distributions of H2, H, OH and H2O mass fractions along a line midway

between the top and bottom surfaces of the combustor/thrust surface designs are shown

in Fig. 4.28. The mass fraction distributions are similar for all the combustor/thrust sur-

face designs which would indicate that the combustor and upstream section of the thrust

surfaces are similar in design. The H2 and H plots show that the hydrogen recombination

process freezes at the early stages of the expansion. Subsequently, the contour of the re-

maining section of the thrust surface would have little effect on the recombination process

for hydrogen. Also, the recombination of the H2O water molecules is almost completed in

the upstream section of the thrust surface. The completion of the recombination process

is indicated by the plateauing of the H2O mass fraction distribution and the consumption

of most of the OH molecules. Therefore, the contour of the downstream thrust surface

has little effect on the amount of chemical energy released into the flow. This result was

to be expected because of the lower static temperatures and the higher speed of the flow

across the downstream section of the thrust surface.

The distribution of midline static pressure and the mass fraction plots for the initial,

optimized and straight ramp combustor/thrust surface designs, indicate that the amount

of chemical energy extracted out of the combustion process was very similar for all three

designs. Therefore, it can be concluded that most of the improvement in thrust perfor-

mance between the initial design and the optimized design was obtained by contouring

and lengthening the thrust surface so that a high pressure is maintained on the thrust sur-
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Figure 4.28: Mass fraction distributions for the initial, optimized and straight ramp combus-
tor/thrust surface designs.

face over a greater radial distance.

To compete the optimized combustor/thrust surface design, a cowl lip with a 10◦ ex-

pansion was added. The cowl lip expansion was added to the top wall of the optimized

design at an axial position where the static pressure at the cowl tip would be greater than

the external cowl static pressure and less than a pressure 500 Pa greater than the external

cowl static pressure. This design condition was imposed to ensure that reverse flow would

not occur on either the cowl lip expansion or the external cowl surface [22]. The external

cowl static pressure was approximated as 1300 Pa using the flow data from the cowl sim-

ulations performed for the inlet design (see Section 4.3.2). Several trial simulations were

required in order to find a suitable position for the cowl expansion. In all of these simula-

tions, the top boundary of the computational domain was changed to a uniform supersonic

inflow condition downstream of the cowl tip to simulate the interaction of the expansion

flow and the flow around the exterior of the scramjet. The angle of the supersonic inflow

domain boundary was large enough to accommodate the expansion fan emanating from

the cowl tip. The uniform supersonic inflow domain boundary condition downstream of
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the cowl tip was set to:

P = 1300 Pa, T = 340 K,

ρ = 0.012 kg/m3, and u = 3634 m/s,

This flow condition was taken from the cowl simulation in Section 4.3.2 and is similar to

the free-stream flow condition. The Mach number and static pressure contours from the

flow solution of the optimized combustor/thrust surface design with the cowl expansion

are shown in Fig. 4.29. The contour plots were generated with the same contour levels
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Figure 4.29: Mach contours and static pressure contours for the optimized combustor/thrust sur-
face design with the leeward cowl tip expansion.

used for the plots in Figs. 4.22 and 4.23. A comparison of the two sets of plots for the

optimized design shows that the cowl expansion does not effect the thrust surface pressure

distribution. Therefore, the assumption made for the optimization flow calculations was

valid.

The thrust contribution from the cowl expansion can be determined by assessing the

difference in the overall calculated thrust for the optimized design with and without the

cowl expansion. The total calculated forces and heat transfer for both designs are listed

in Table 4.9. The overall gain in net thrust from the cowl tip expansion is 0.26 kN which

is only a 1.9% increase in the total thrust. Of this gain in thrust, 0.09 kN was due to a

reduction skin friction because of the reduced cowl length, and 0.17 kN was due to the

static pressure on the cowl expansion. The reduction in heat transfer was also minimal at

0.08 MW (1.3%).
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Table 4.9: Forces exerted on the optimized combustor/thrust surface designs in kN and total heat
transfer through the internal walls in MW.

Design Drag Thrust Net Thrust Heat transfer
Without cowl expansion 5.95 19.47 13.52 5.93
With cowl expansion 5.86 19.64 13.78 5.85

4.5 Grid Refinement Study

This section presents a grid refinement study that was carried out for the optimized inlet,

combustor/thrust surface and external cowl computational solutions to ensure that the

computational flow solutions presented in this chapter converge to an exact solution for

an increasing grid resolution. By “exact solution” it is meant the solution that would

be generated by the flow solver using a computational domain disctretized with cells of

infinitesimal size and by convergence, it is meant that the approximate solution to the PNS

equations approaches the exact solution for the same initial and boundary conditions as

the computational grid is refined. The accuracy of the computational scheme is not under

question in this analysis since it has been treated separately in Appendix E.

Each of the grid refinement studies used a set of four grids with 20, 40, 80 and 160

cells in the cross-stream direction to discretize the computational domains. This gives a

grid refinement ratio of 2 if the axial grid resolution is scaled using the same ratio for each

of the four grids. The high resolution flow calculations used for the design of the scramjet,

all used 50 cells in the cross-stream direction which is a grid resolution that was not part

of the refinement set. Therefore, the high resolution design flow calculations provide a

secondary data point for the refinement studies to ensure convergence.

The total calculated axial force was used to determine the order of convergence and

solution error for each of the refinement studies since the axial force is an important quan-

tity used for analysis in this chapter. The total axial force was calculated by summing the

axial components of the integrated static pressure and viscous stress for all of the wet-

ted surfaces. The order of convergence for the solution scheme,p, can be approximately

determined using the relation,

p = ln

(
f1 − f2

f2 − f3

)
/ ln(r) (4.8)

wheref1, f2 andf3 are the axial forces of the discrete solution for increasing grid resolu-

tions andr is the grid refinement ratio (which in this case is 2). Also, an estimate of the

fractional error in the calculated axial force can be determined using a generalised version
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of Richardson extrapolation [180]. The estimated fractional error,E, is given as

E2 = ε/(rp − 1) (4.9)

where

ε = (f1 − f2)/f2 . (4.10)

The error,E2, is an ordered approximation to the actual fractional error of the quantityf2.

A grid refinement study was first performed for the optimized inlet design using a

set of four grids of increasing resolution where each grid was clustered with the same

clustering parameters used for the design optimization grids (see Section 4.3.2). The same

boundary conditions, computational flow models and numerical stability and convergence

criteria were also used for the refinement calculations. Table 4.10 lists the number of

radial grid cells, top and bottom wall y+ values at the exit plane, and total calculated axial

drag for each of the inlet flow calculations. Also shown for comparison are the results

from the design calculations.

Table 4.10: Total calculated drag force (in kN) exerted on the optimized inlet design for grids of
increasing resolution.

No. of radial No. of axial Top y+ Bottom y+ Total drag
cells cells wall value wall value force, kN
20 5000 11.2 10.7 12.43
40 10000 6.0 5.7 13.25
80 20000 3.5 3.1 13.86
160 40000 1.9 1.6 14.17
50 10000 5.2 4.7 13.45

The tabulated exit plane y+ values for the cells nearest the wall are not the highest

y+ wall values for the simulations. The wall y+ values actually peak at the upstream

tip of the inlet and decrease to the quoted values at the inlet exit plane as illustrated in

Fig. 4.30 for the simulation with 80 radial cells (where the exit plane of the inlet is at x =

1.91 m). Also shown in this figure is the axial distribution of skin friction force per unit

length. A comparison between the two plots in the figure shows that the contribution to

wall skin friction force from the upstream section of the inlet where the wall y+ values

are greatest, is small relative to the contribution of skin friction force from the combustor

region. Therefore, the quoted y+ values in Table 4.10 represent wall y+ values in the flow

regions where the majority of the skin friction force is contributed and are more significant

than the maximum wall y+ value (in terms of skin friction error).
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Figure 4.30: Axial distribution of (a) wall y+ values and (b) wall axial skin friction per unit metre
for the scramjet simulations with 80 radial cells.

Evaluating the convergence order expression given in Eq. 4.8 using the axial force

calculated from the flow solutions for the three lowest resolution grids gives a convergence

order of 0.43, and for the highest three resolutions an order of 0.98 . The convergence

order for the three highest resolution grids is very close to the nominal convergence order

of the flow solver which is approximately 1.0 . The reason for the poor convergence order

for the first three computational solutions was believed to be the inadequate resolution of

the turbulent boundary layers. The wall y+ values for the lowest resolution simulation

are quite high for a turbulent boundary layer simulation. Nevertheless, the positive and

increasing convergence order indicates that the computational solutions will converge to

an exact solution as the grid resolution is increased.

The approximated fractional error in axial drag force given by Eq. 4.9 for the high

resolution inlet solution is 2.2%. Therefore, an approximation of the exact (that is the

exact solution of the PNS equations) drag force sustained by the inlet is 14.47 kN.

The grid refinement study for the optimized combustor/thrust surface design was per-

formed once for a flow without any fuel injection and then again with fuel injection. The

flow calculations performed with and without fuel injection all used the same grid cluster-

ing parameters, boundary conditions, computational flow models and numerical stability
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and convergence criteria that were used for the design calculations in Section 4.4. The

calculated total axial thrusts for the four combustor/thrust surface grid refinement simula-

tions and the design simulation without fuel injection are presented in Table 4.11. The y+

Table 4.11: Total calculated thrust force (in kN) exerted on the optimized combustor/thrust surface
design for grids of increasing resolution – no fuel.

No. of radial No. of axial Top y+ Bottom y+ Total thrust
cells cells wall value wall value force, kN
20 2000 12.7 11.1 4.83
40 4000 7.1 6.1 4.50
80 8000 4.3 3.5 4.25
160 16000 2.6 1.9 4.12
50 4000 6.1 5.0 4.39

values quoted in the above table are the maximum wall values in the combustor region.

The wall y+ values fall off from these peak values moving downstream into the expan-

sion, then begin to rise as the grid resolution becomes coarser with the widening duct (see

Fig. 4.30). The wall y+ values at the exit flow plane are slightly greater than those quoted

in the table, however, the contribution to drag is small on the downstream thrust surfaces

in comparison to the drag on the combustor surfaces.

The convergence order for the three lowest resolution grids is 0.40 and the order for

highest three grids is 0.94 . Not surprisingly, these convergence orders are similar to the

convergence orders for the inlet grid refinement study. For the same reasoning given pre-

viously, these convergence orders indicate that the computational solutions will converge

to an exact solution as the grid resolution is increased. The approximated fractional er-

ror in axial thrust force for the high resolution combustor/thrust surface calculated using

the generalised version of Richardson extrapolation is 3.4%. The estimation of the exact

thrust force developed by the optimized combustor/thrust surface with no fuel injection is

therefore 3.98kN.

The calculated total axial thrusts for the four combustor/thrust surface grid refinement

simulations and the design simulation with fuel injection are presented in Table 4.12. The

convergence order for the three lowest resolution grids is 0.28 and the order for highest

three grids is 0.42 . Both convergence orders are well below the nominal value of 1.0. The

low convergence rates were believed to be a result of the method used to inject the fuel

into the flow. As stated previously in Section 4.4.2, the rate of hydrogen addition for each

computational cell within the injection zone was calculated by multiplying the density

of that cell by a constant. The same constant was used for every cell in the injection

zone regardless of cell density. The value of the constant was varied until an overall
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Table 4.12: Total calculated thrust force (in kN) exerted on the optimized combustor/thrust surface
design for grids of increasing resolution.

No. of radial No. of axial Top y+ Bottom y+ Total thrust
cells cells wall value wall value force, kN
20 2000 19.0 17.1 16.08
40 4000 11.4 9.8 14.36
80 8000 6.6 5.6 12.94
160 16000 3.9 2.9 11.88
50 4000 8.7 7.9 13.78

stoichiometric ratio of 1.3 was obtained. In order to maintain the same stoichiometric

ratio for all the grid refinement flow calculations, a different constant had to be used

for each grid resolution. A different constant had to be used because the inflow property

distributions differed slightly for each grid resolution. The variation in density distribution

for all of the inflow planes used for the refinement study can be seen in Fig. 4.31. These
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Figure 4.31: The density distributions across the inflow plane for the combustor/thrust surface
grid refinement study.

distributions were obtained from the exit plane of the inlet grid refinement calculations.

The figure shows that there is a substantial difference in density distribution across the

inflow plane particularly in the injection zone. A similar variation also occurs for the other

conserved flow properties. The consequence of this variation is a different distribution

of mass, momentum and energy addition across the injection zone for each of the grid

resolution calculations. This difference was believed to result in the poor convergence

rates since the convergence rates without fuel addition were close to nominal. It would be
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wise to adopt a different injection strategy in future computational studies for this reason.

An estimation of the error for the high resolution flow calculation with fuel addition

was not made because it would be a meaningless value since the fuel injection was not

consistent between simulations.

The last grid refinement study performed was for flow simulations of the entire length

of the external cowl. Up to this point, the external cowl flow-field had only been simu-

lated up to the axial point marking the exit plane of the inlet since the entire length of the

cowl was not known prior to the optimization of the combustor/thrust surface. The com-

putational setup for the complete cowl simulations was the same as the setup used for the

cowl simulations performed previously in Section 4.3.2. The computational domain for

the grid refinement calculations started at the upstream tip of the bent cowl and finished

at the downstream tip of the cowl expansion. The bottom boundary of the computational

domain was bound by the external cowl, and the top boundary was angled to include the

shock emanating from the upwind bent cowl section. A clustering parameter of 1.02 was

used to cluster the grids towards the cowl surface and a clustering parameter of 1.1 was

also used to cluster the grids towards the inflow plane. The bottom boundary condition

was set to a no-slip, constant temperature wall at 1000 K, and the top boundary was set

to a supersonic inflow condition (the inflow conditions are listed in Section 4.3.2). A

turbulent boundary layer was assumed to develop from the cowl leading edge. The gas

was modelled with the same non-reacting thermodynamic equilibrium model used for the

inlet calculations. Numerical stability was maintained using a CFL number of 0.45 and

the numerical convergence criteria was set at a density residual of 0.01%.

The calculated total axial drag force for the four grid refinement cowl simulations are

presented in Table 4.13. Also shown in this table are the dimensions of the grid used for

each simulation and the y+ value for the cell nearest the wall at the end of the cowl. The

convergence orders for the cowl simulations were very close to the nominal convergence

rate at 0.93 for the three lowest resolution simulations and 0.99 for the three highest

Table 4.13: Total calculated drag force (in kN) exerted on the external cowl surface design for
grids of increasing resolution.

No. of radial No. of axial South y+ Total thrust
cells cells wall value force, kN
20 5000 6.9 4.397
40 10000 3.9 4.612
80 20000 2.1 4.725
160 40000 1.2 4.782
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resolution simulations. The extrapolated fractional error in drag for the highest resolution

simulation is 1.2% and the estimated exact axial drag force on the cowl is 4.840 kN.

The grid refinement studies discussed in this section demonstrated that the flow cal-

culations performed in this chapter for the scramjet design optimization will all converge

if the grid resolution is increased. As expected, the results of the grid refinement studies

also showed that the accuracy of the flow calculations is strongly dependent on the how

accurately the turbulent boundary layers are resolved. In order to obtain a solution error

for axial force on the order of a few percent, it was necessary to cluster the grid so that the

cell closest to the wall has a y+ value is on the order of 1 . This is an important result to

consider when performing scramjet optimization studies where the drag force due to skin

friction is of the same order as the thrust developed by combustion.

4.6 Complete Optimized Engine Analysis

The Mach contours and static pressure contours for the complete optimized Mach 12

axisymmetric scramjet engine flow-field are shown in Fig. 4.32. Also shown in this figure

Figure 4.32: Contour plots of Mach number and static pressure for the flow-field generated by the
complete optimized scramjet design.

are the boundaries of the computational domains used to perform the flow calculations as

well as the Mach number and static pressure at selected positions within the flow-field.

The contour plots were constructed from the grid refinement flow solutions that used 80

cells in the cross-stream direction to discretize the computational domains (see previous
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section). An overall listing of the axial forces applied to the engine components is given

in Table 4.14 where the forces are listed in kN and a positive force indicates a thrust

force. The forces listed were calculated from the high resolution flow solutions used for

Table 4.14: Overall listing of the calculated axial forces (in kN) applied to the engine components.
Positive force indicates thrust, negative force indicates drag.

Initial Optimized
Inviscid Viscous Total Inviscid Viscous Total

Inlet -10.95 -5.02 -15.97 -8.79 -4.66 -13.45
Nozzle 17.21 -5.83 11.38 19.64 -5.86 13.78
Cowl -4.80 -1.15 -5.95 -3.52 -1.03 -4.55
Total 1.46 -12.00 -10.54 7.33 -11.55 -4.22

design. The grids for these flow solutions contained 50 cells in the radial direction. A

separate high resolution flow calculation had to be undertaken for the initial cowl design

which included the complete length of the cowl. The forces listed for the initial design

of the combustor/thrust surface (listed as Nozzle in the table for brevity) were taken from

the high resolution flow solution that did not include a cowl lip expansion. A cowl lip

expansion was not included because the static pressure distribution on the internal side of

the cowl necessitates positioning the start of the cowl tip expansion at the very end of the

cowl length. Therefore, no reduction in skin friction drag would be obtained by modelling

a cowl tip expansion. Also, the gain in propulsive thrust force by including the expansion

would have been negligible (see gain in force for optimized design in Table 4.9).

The total axial force exerted on the optimized scramjet engine is shown to be a drag

force, thus indicating that the engine design does not produce a propulsive thrust. This

was not a surprising result considering the large amount of skin friction that was present

in the engine. It should also be expected that this calculated total force would be, at best,

as an optimistic value of the drag force. In reality, the engine would experience a greater

drag force because of several additional design changes that would have to be made for

the real engine. Some possible design changes that may contribute to the drag are as fol-

lows:

(1) A fuel injection system would have to be included in the real engine design since

in this study, the hydrogen fuel was simply introduced into the flow through the source

terms in the governing equations used to model the flow. Therefore, the predictions of

axial force for the engine did not include a drag force attributed to injectors which would

be considerably high if placed within the combustor flow-field. A better option for high

Mach number flow may be to use port hole injectors on the inlet surfaces or step injec-

tors on the sides of the combustor walls. Upstream port hole fuel injection consists of
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injecting fuel through orifices on the walls of the inlet so that a jet of fuel penetrates the

inlet boundary layer and into the core flow. The fuel then mixes with the air as it travels

through the inlet thus eliminating the need for an excessively long combustor to undertake

fuel mixing. Wall fuel injection through a rearward facing step or slot around the circum-

ference of the combustor, reduces combustor skin friction and heat transfer by displacing

the high temperature boundary layer and replacing it with a cooler layer of fuel.

(2) The combustor length would have to be substantially longer than the optimized com-

bustor designed in this study. The modelling of the flow through the combustor assumed

that the fuel was introduced into the flow perfectly mixed with the air. In a real engine

design, the injected fuel would require time to adequately mix with the air through tur-

bulent mixing processes and diffusion. The longer the combustor, the more time the fuel

has to mix with the air. However, the drag due to skin friction increases substantially with

combustor length as was discussed in Section 4.4.

(3) An axisymmetric scramjet configuration may require flow fences or walls on the radial

planes within the combustor to provide differential thrust control. For a “wrap-around”

axisymmetric engine at an angle of attack, the air will tend to move around to the leeward

side of the engine if it is not constrained. Therefore, the performance of the windward

side of the engine will be significantly reduced because of reduced mass flow rate which

may result in an unfavourable torque on the engine. Introducing flow fences may alleviate

this problem, however, a substantial gain in skin friction drag would be incurred due to

the extra wetted surface area.

Despite the poor overall thrust performance of the optimized design, the overall re-

duction in drag through optimization was considerable. The 10.54 kN drag force of the

initial design was reduced by 6.32 kN through optimization (based on the high resolution

design calculations). This improvement in performance was attained through only small

changes to the initial design. The overall design concept remained unchanged because

of the geometrical constraints used during optimization. The magnitude of the geometric

changes made to the initial design can be seen in Fig. 4.33 which shows the wall profile of

the initial and optimized designs. Even though the optimization results indicate scramjet

design optimization is worthwhile, the fact that small changes in design can make such

a large difference to the net thrust of the scramjet is of some concern. The sensitivity of

the net thrust to the design seems to come from thethrust – dragcalculation which is

the difference between two similar forces. If such a sensitivity exists for the geometrical

design of a scramjet, a similar sensitivity may exist for the flight condition and the an-

gle of attack. These sensitivities were not explored in this study but do warrant further

investigation.

The total skin friction calculated for the optimized scramjet design was almost as

great as the form drag due to static pressure. This result indicates that modelling skin
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Figure 4.33: Wall profiles of the initial and optimized axisymmetric scramjet designs.

friction is vital to the accurate prediction of scramjet performance, particularly for high

flight Mach numbers where the temperatures and pressures associated with the scramjet

combustor can drive the skin friction to excessive levels. A purely inviscid flow analysis

of the optimized engine design would falsely conclude that the engine would produce a

positive thrust.

Another interesting result with regard to the total calculated skin friction is the small

difference in total skin friction between the initial design and the optimized design. Most

of the improvement in performance resulted from the minimisation of form drag (or drag

due to static pressure) and the improvement in the thrust surface contour rather than skin

friction reduction. The reason why the skin friction is so similar between the initial and

optimized designs, was thought to be a result of the two designs having very similar

combustor lengths since the majority of the engine skin friction is due to the combustor

surfaces.

Overall, the optimization algorithm was responsible for a substantial improvement

in thrust performance of the initial design. In this case, the improvement was not great

enough to make the design suitable for an actual flight vehicle. The major failing of the

design was thought to be the excessive skin friction resulting from the wrap around design

concept. As discussed at the end of Section 4.3.3, a cylindrical type combustor resulting

from a funnel type inlet would have approximately 8 times less surface area than the

combustor concept used in this study. If the average skin friction level for the combustor

designed in the current study is assumed to be 17.5 kN per metre length of the combustor

(see Figs. 4.10 & 4.26), and the combustor length is approximately 0.2 metres (see Fig.

4.33), then the contribution of skin friction from the combustor is approximately 3.5 kN .



4.7 Summary & Recommendations 131

Further, if it is also assumed that a scramjet design with a funnel type inlet and cylindri-

cal combustor experiences the same wall shear stress within the combustor as calculated

for the combustor in this study, then the reduction in combustor skin friction would be

approximately 3.06 kN which is a very substantial amount. Therefore, it would be advis-

able for future designers of scramjet engines to employ design concepts that minimise the

wetted surface area of the combustor.

4.7 Summary & Recommendations

A computational design tool consisting of a Nelder-Mead optimization algorithm and

an efficient compressible flow solver was successfully used to significantly improve the

performance of an axisymmetric Mach 12 scramjet design. The improvement in perfor-

mance was made through small geometric changes to the initial design, which resulted in

improvements to the inviscid drag and thrust forces rather than significant reductions in

skin friction. The computational scramjet design study was undertaken in two separate

stages, where the inlet was designed independently of the combustor/thrust surface. The

calculated exit flow from the final inlet design was used as the inflow condition for all of

the design calculations for the combustor/thrust surface. The initial designs for the inlet

and the combustor/thrust surface were obtained through analysis and parametric studies

conducted prior to optimization to ensure that the designs were close to their optimal

design. This approach was taken to improve the effectiveness of the Nelder-Mead opti-

mization algorithm since it is a slope-based algorithm that is more effective in the local

design space.

The inlet design was undertaken by assessing a short, long, and bent cowl inlet design,

where the bent cowl inlet design was optimized for minimum drag. All three inlets were

designed for the same mass capture area and core flow exit temperature. The bent cowl

inlet was selected as the inlet to be used in the final scramjet design since it had a low

drag and was less likely to be prone to boundary layer separation due to rapid increases in

pressure from shock waves. The optimization results of the bent cowl inlet showed that

an inlet optimized for minimum drag cancels shocks at expansion corners. Subsequently,

the optimized design produced shock free flow leading into the combustor. The drag

associated with the bent cowl inlet was reduced by 17% through optimization of the inlet

geometry.

The design of the combustor/thrust surface was also carried out through a process

of analysis and optimization. The analysis consisted of a parametric study of combus-

tor length for an initial constant area combustor/thrust surface design. The combustion

process within each design was modelled using an efficient finite-rate chemical reaction

model, which was developed and optimized for the conditions studied (see Appendix C).
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The results of the parametric study showed that a peak in thrust performance occurs for

a combustor length substantially shorter than the length required for the combustion re-

action to come to an equilibrium state. The reduced length resulted in a loss of available

chemical energy since the combustion reaction was retarded by an early expansion that

cooled the flow. However, the loss in chemical energy was balanced by a reduction in

the combustor skin friction. The optimum design determined from the parametric study

was then used as the starting point for the optimization algorithm, which optimized the

shape and length of the combustor/thrust surface for maximum thrust. The optimization

algorithm manipulated Bezier control points that defined the bottom wall of the combus-

tor/thrust surface to arrive at an optimum design that generated 19% more thrust than the

initial design. The optimum shape of the thrust surface was similar to a classical bell

nozzle shape.

The overall increase in thrust performance from the initial scramjet flow path design

to the optimized flow path was not great enough to result in a design that would produce

a net propulsive thrust for the scramjet engine concept studied. However, the increase

in thrust performance through optimization was substantial since the total drag force for

the initial design was 10.5 kN and the drag force for the optimized design was 4.2 kN.

This 60% decrease in drag emphasises the benefits of using an optimization algorithm for

scramjet design which seemingly only results in a small performance increases for the

individual components of a scramjet engine.

The primary reason for the scramjet’s poor thrust performance was the high wall shear

stress or skin friction within the combustor, which resulted in a large drag force. A large

percentage of the total skin friction drag was attributable to the skin friction within the

combustor, which added to the drag at a rate of approximately 2.9 kN per square metre

of combustor surface area. The combustor also contributed to the majority of the en-

gine heating load at an approximate average heating rate of 3.6 MW per square metre

of combustor surface area. The heat transfer rates were estimated by assuming that con-

vective wall cooling with cryogenic fuel would provide an adequate cooling capacity for

the engine to maintain the wall temperature at 1000 K. The high levels of skin friction

and heat transfer that were calculated for the engine design in this study have shown that

viscous boundary layer modelling is a very important issue that needs to be addressed

when designing high Mach number scramjet engines. Under-estimated heating loads may

compromise the structural integrity of the engine, and under-estimating the skin friction

may result in an engine design that does not provide a positive thrust.

The remainder of this section lists several recommendations for future scramjet re-

search that are based on the results and discussion of this chapter.

(1) The high levels of calculated skin friction within the combustor suggest that an “inter-

nal” engine concept may be a preferred concept for axisymmetric scramjets to be flown
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at high Mach numbers. An internal engine would have a combustor with a small wetted

surface area for a given flow area. This concept would also result in a decrease of the

overall heat loading for the engine. A recent computational study of a scramjet inlet used

an internal engine concept for these very reasons [240].

(2) The design study for the combustor/thrust surface in this chapter assumed that the hy-

drogen fuel was injected into the combustor flow perfectly mixed with the air. This sim-

plification was used to minimize the computational time required for flow simulations. As

a result of the simplification, the optimum scramjet combustor length was short since it

needed only to be long enough for induction to occur and to get an adequate pressure in-

crease in the bulk flow from the rapid combustion reaction. In reality, the combustor may

need to be substantially longer to allow for adequate fuel mixing. Mixing can be slow for

high flight speeds where the fuel needs to be injected close to parallel to the air-stream to

provide momentum to the flow [27]. Therefore, the performance of the engine in terms of

completeness of combustion may become mixing limited [63]. For this reason, it would

be useful to investigate the effect that fuel mixing has on the optimal length and shape of

combustors for high flight Mach number scramjets.

(3) The combustor for the scramjet designed in this chapter was essentially a constant area

duct. For practical scramjet engines that may have a substantially longer combustor to al-

low for fuel mixing, the combustor may need to be made slightly divergent to allow for

the growth of the boundary layer. As demonstrated in the parametric study of this chapter,

the boundary layer growth in a long constant area combustor will tend to compress the

combustor flow and increase the peak combustor temperature. As the peak combustor

temperature increases, the Mach number of the flow decreases, and the amount of fuel

that can be added to the flow before thermal choking occurs also decreases. This problem

becomes worse as the flight Mach number decreases:“....very little heat can be added

at low supersonic combustor entry Mach numbers (and correspondingly low supersonic

flight speeds) in constant area combustors. Consequently, most practical scramjet engine

designs utilise combustors incorporating area relief, either by step increases in area or

by use of diverging duct segments”[48]. (p. 327). Other benefits that may be had by

diverging the combustor are an increase in the extent to which the combustion reaction

proceeds to completion, and a reduction in the combustor heat transfer.

(4) The scramjet design study presented in this chapter decoupled the design of the inlet

and the combustor/thrust surface to make the design problem computationally practical.

The shape of the cowl and combustor height were also constrained to simplify the design

process. In future computational design studies, when computational resources increase,

it is recommended that the scramjet engine be designed by modelling the entire flow-field

with a single simulation so that the following design issues can be explored:

(i) The decoupled design of the scramjet inlet and combustor/thrust surface resulted in a
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inlet that produced a shock-free flow into the combustor with minimal losses. However,

there may be some advantage in having an inlet with high losses that produces a com-

bustor entrance flow-field that interacts productively with the fuel, thus resulting in an

overall increase in the engine efficiency over that obtained by an inlet with lower losses

[177]. Also, there may be some advantage to having shocks and expansions entering the

combustor since crossing shocks may generate local “hot spots” that can be used to initi-

ate ignition. For a combustor flow with shocks, the average temperature and pressure of

the flow entering the combustor could also be reduced, thus lowering the total combustor

skin friction and heat transfer. However, there may be a problem with boundary layer

separation induced by the reflected shocks within the combustor. Assessing the effect of

shocks entering the combustor is a more realistic exercise since the no shock/expansion

case (in the present study) will only occur at the on design condition.

(ii) The optimal inlet/combustor area-ratio was not explored in the current study since it

was fixed to generate a specified combustor entry temperature [27]. The combustor entry

temperature (and consequently the entry Mach number) can significantly affect the degree

of dissociation at the combustor exit and the extent to which recombination occurs in the

nozzle expansion [119].

(iii) The external cowl surface of the scramjet vehicle designed in this study was con-

strained and the optimum shape was not explored. There may be some benefit to having

an external cowl surface that increases in radius towards the leeward end of the engine so

that the expansion ratio of the thrust surface can be increased. The increase in thrust, may

be greater than the extra drag incurred from the increased frontal area of the engine.

(5) In this study, boundary layer bleed slots in the walls of the engine were not ex-

amined because of the extra computational effort required to model the bleed flow path.

The more simplified approach of using a bent cowl tip was used in preference to using

boundary layer bleed slots prior to the combustor for reducing the possibility of bound-

ary layer separation problems. However, boundary layer bleed slots may be the preferred

method of avoiding boundary layer separation problems in an actual engine for a number

of reasons: (i) Boundary layer bleed slots are more likely to be effective at off design

conditions; (ii) By using boundary layer bleed slots, the entire external side of the cowl

can be made parallel to the nominal flow direction, thereby reducing drag; (iii) Boundary

layer bleed slots can be used for internal engine concepts, such as an engine with a funnel

type inlet and a cylindrical combustor.

(6) Combustor skin friction and heat transfer were shown to be very high for the optimized

design considered in this study. Two techniques that have been suggested to minimise the

combustor skin friction and heat transfer are upstream port hole fuel injection and com-

bustor wall injection (see Section 4.6). These ideas were not utilized in the present study,

but they have the potential to improve the performance of high flight Mach number scram-

jets.
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(7) The air entering the scramjet engine in the present study was assumed to be com-

posed of only N2, O2, and Ar molecules, and all the chemical reactions involving these

molecules were assumed to be frozen up until the combustor. This assumption was

thought to be valid for determining the bulk fluid properties of the gas entering the com-

bustor, however, the validity of the assumption for determining the correct ignition delay

time was not determined. Small numbers of other molecules resulting from the dissocia-

tion of the air in the inlet, or trace molecules present in the free-stream, can significantly

alter the ignition delay length. If the ignition delay length is longer than expected, then

the combustion reaction will not proceed to the extent anticipated. Also, if the ignition

delay length is shorter than expected, then the engine will incur extra skin friction from a

combustor that is longer than required. Therefore, it would be wise to determine the sen-

sitivity of the ignition delay length to the composition of the air entering the combustor in

future studies.

(8) The combustor flow of the Mach 12 scramjet in this study was shown to be in vibra-

tional non-equilibrium through an analysis of the slowest vibrational relaxation time for

the gas mixture present in the combustor. However, the extent of the total internal energy

of the gas flow that was in vibrational non-equilibrium was thought to be low. Primarily

for reasons of time available to complete the current study, a vibrational non-equilibrium

model was not added to the flow solver, so the entire combustor flow had to be assumed

to be in vibrational equilibrium. A possible avenue for future research into computational

optimization of high Mach number scramjets would be the implementation of a vibra-

tional non-equilibrium model into the flow solver so that the effect of the simplification

made in this study can be assessed.

(9) The design calculations for the scramjet engine relied on the accurate determination

of skin friction at the walls of the scramjet. The turbulence model used to predict the

behaviour of the boundary layers within the scramjet has a strong bearing on the accu-

racy of these skin friction estimates. The Baldwin & Lomax turbulence model, which

has been extensively validated using low temperature skin friction and heat transfer ex-

perimental data was used in the present study. However, due to a lack of available skin

friction and heat transfer experimental measurements, little is known of its (and for that

matter any other turbulence model) accuracy for flow conditions such as those produced

in high Mach number scramjet combustors. Therefore, experimental measurement studies

in high enthalpy wind tunnels are required to confirm the predictive abilities of turbulence

models if accurate design decisions are to be made using computational design tools.
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Design of an Axisymmetric Shock Tunnel Nozzle

As discussed in Section 1.2, part of the reason why the test flow quality of many high

Mach number axisymmetric wind tunnel nozzles is poor, is due to the method used to

design them. High Mach number nozzles designed with the classical method proposed

by Prandtl & Buseman [11] in 1929, often show disturbances in the test flow. The distur-

bances arise because the design assumption that the boundary layer flow and core flow are

uncoupled becomes inaccurate for high Mach number nozzles where the boundary layer

makes up a large proportion of the exit flow area [25]. In this chapter, the design of an

axisymmetric Mach 7 shock tunnel nozzle is discussed, where the method used to design

the nozzle incorporates the design tool consisting of the PNS flow solver of Chapter 2 and

the Nelder & Mead optimization algorithm discussed in Chapter 3. Unlike the method

proposed by Prandtl & Buseman, this design tool takes into account the coupling between

the boundary layer and the core flow.

The chapter starts with a description of a small reflected shock tunnel at The Uni-

versity of Queensland, where the flow processes that generate the test flow are discussed

in some detail. The computational design method used for the design of the contoured,

axisymmetric Mach 7 nozzle to be used in the small shock tunnel is then presented. The

method consists of optimizing the expansion contour of the nozzle for minimal Mach

number variation and flow angularity across the test core at the nozzle exit plane. The

following sections discuss a grid refinement study and a sensitivity analysis of the flow

quality produced by the optimized nozzle contour to the supply gas stagnation condi-

tions. The chapter concludes with a brief summary and a recommendation for applying

the design tool to nozzle design in the future.
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5.1 The Small Shock Tunnel

The Small Shock Tunnel facility (locally known as the “Drummond Tunnel”1) at The

University of Queensland, is a reflected shock tunnel with a fixed-length high pressure

driver. It is primarily used for laser optics and the investigation of problems that are

associated with larger reflected shock tunnels. Also, it is a relatively low enthalpy machine

operating up to a maximum enthalpy of approximately 3 MJ/kg. Total temperatures in the

nozzle supply region are limited to 2500 K so chemical and thermal non-equilibrium

effects are minimal, making the analysis of test flows relatively simple.

The Small Shock Tunnel (SST) consists of a high pressure cylinder that contains the

driver gas, a lower pressure cylinder (called the shock tube) that contains the test gas, a

nozzle, a test section, and a dump tank (see Fig. 5.1). An aluminium diaphragm separates

Figure 5.1: Layout of the Small Shock Tunnel.

the driver and shock tube. This is the “primary” diaphragm and can be ruptured with the

aid of a pneumatic piercing mechanism contained within the driver tube. The driver tube

is typically filled with bottled high pressure helium or nitrogen to a maximum pressure

of 6 MPa absolute; the shock tube is filled with test gas to a much lower pressure (on

the order of 20kPa absolute). When the primary diaphragm ruptures, the high pressure

driver gas expands into the shock tube and rapidly compresses the test gas via a shock

wave. The primary shock, or incident shock, propagates along the length of the shock

tube compressing and accelerating the test gas. The process is illustrated by a distance-

time (x, t) wave diagram in Fig. 5.2.

The incident shock reflects off the nozzle contraction region where a cellophane or

thin plastic secondary diaphragm is placed. The nominally stagnated high pressure and

high temperature gas (or high enthalpy gas) generated by the reflected shock ruptures the
1The name “Drummond Tunnel” is derived from the name of one of the investigators responsible for

building the original tunnel [89].
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Figure 5.2: Wave diagram of the shock and expansion processes that produces the test flow.

secondary diaphragm and then expands through the nozzle into the test section and dump

tank, which are both evacuated to a low pressure prior to “firing” the tunnel. The test flow

begins in the test section after the nozzle starting process has terminated and a steady

expansion has been established. The nozzle starting process will be explored in more

detail after first discussing the flow processes within the shock tube.

As the test gas drains through the nozzle, the reflected shock wave continues back up

the shock tube and passes through the interface (or contact surface) between the driver

gas and test gas. When the interaction of the shock and the interface produces no fur-

ther shocks or expansion waves, the condition is said to be “tailored”. This condition is

characterized by a steady nozzle supply pressure and a contact surface that slowly moves

towards the nozzle throat as the nozzle supply region drains (as illustrated in the top part

of Fig. 5.2).

As the shock processes are occurring within the shock tube, the expansion waves

emanating from the unsteady expansion in the driver section travel down the shock tube

and nozzle and finally into the test section. The passage of these waves into the test

section theoretically marks the end of the test time for tailored operation if the supply gas

has not completely drained. In practice, the useful test time may have terminated well

before these theoretical limits. Various studies have shown that complex interactions with

the boundary layer of the shock tube and reflected shock can reduce the ideal test time

[50, 206] through contamination of the test gas slug with driver gas. Bifurcation of the
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reflected shock into two oblique shock waves within the boundary layer can cause driver

gas to “jet” along the wall and subsequently contaminate the nozzle supply region.

A typical unfiltered SST nozzle supply pressure history is shown in Fig. 5.3 for a

tailored condition where helium is driving nitrogen. The condition was believed to be
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Figure 5.3: Typical history of the nozzle supply pressure showing the principal events: (a) arrival
of the incident shock; (b) reflected shock; (c) establishment of equilibrium pressure; (d) driver gas
contamination (unfiltered shot 23069801).

tailored because it was initially derived from a time dependent numerical simulation of the

facility where the contact surface was observed to be stationary, thus indicating a tailored

condition [18]. When the test condition was experimentally established, the shock tube

fill pressure was varied higher and lower than the numerically calculated fill pressure

to assess if the condition was indeed tailored. The experimental results showed that the

numerically calculated shock tube fill pressure gave the flattest time history of equilibrium

pressure in the nozzle supply region which indicated a tailored condition.

The supply pressure transducer that produced the signal in Fig. 5.3 was positioned on

the shock tube wall 68 mm upstream of the nozzle contraction (approximately one shock

tube diameter). The time scale has been referenced to the passage of the initial shock

which is well defined. Shortly after the initial shock passes the pressure transducer, the

reflected shock passes in the opposite direction followed by a gradual increase in pressure

to a maximum, then a slow decay. Close inspection of the increase in pressure due to the

reflected shock shows that the pressure increase is stepped. This stepped increase in pres-

sure suggests that the reflected shock is bifurcated into two oblique shock waves within

the boundary layer containing a separation bubble. The gradual increase in pressure after

the passage of the bifurcated reflected shock is possibly a result of a pseudo-shock train

set up by the bifurcated reflected shock. This shock train would slowly decelerate the

driver gas and cause the test gas pressure to increase. Eventually the drainage of the test

gas through the nozzle causes the pressure to decay.
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Figure 5.4: Quasi-one-dimensional representation of the nozzle starting process in both the phys-
ical and x-t plane [199]. Labelled features are: [a] primary shock; [b] contact surface; [c] upstream
facing shock; [d] upstream head of unsteady expansion; [e] steady expansion.

The test gas drains through the nozzle throat and into the divergent part of the noz-

zle once the initial shock has reflected off the end of the shock tube and caused the light

secondary diaphragm to rupture. The initial flow of the test gas through the nozzle forms

a series of unsteady shocks and expansions as it moves down the nozzle. This process,

known as nozzle starting, can significantly reduce the available test time for pulse facil-

ities where the test time is of the same order as the nozzle starting time. A quantitative

understanding of the starting process can be gained from the experimental and analyt-

ical studies of Amann [4] and Smith [199] and is briefly summarised in the following

paragraph.

The rupture of the light secondary diaphragm causes a shock to form (labelled [a] in

Fig. 5.4), which travels down the nozzle accelerating the low pressure gas already in the

nozzle. Upstream of the shock is a contact surface (labelled [b]), which separates the test

gas and the accelerated gas originally in the nozzle. The diverging walls of the nozzle slow

the shock down, however, the test gas behind it is expanded to a high Mach number. This

differential causes an upstream-facing shock (labelled [c]) to be formed which moves

upstream relative to the mean fluid velocity, but has a net downstream motion due to

the high fluid velocity. Between the upstream-facing shock and the steady expansion

generated at the nozzle throat (labelled [e]), is an unsteady expansion ([c] to [d]), which

also has a net motion downstream with velocityu − a. All of these waves eventually

move out of the nozzle and into the test section after which time the test time begins.

The time from the passage of the initial shock through the test section to the arrival of

the steady expansion flow is largely a function of the nozzle geometry and Mach number
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of the flow. Smith [199] noted that the starting time can be reduced for a given Mach

number nozzle by increasing the nozzle expansion angle and reducing the size of the

throat. Relatively large initial pressures in the nozzle prior to the arrival of the starting

waves can also increase the nozzle starting time, however, this only becomes a concern

for high stagnation temperature flows (> 3500K) [199, 74, 106].

The time required to establish a steady expansion within the nozzle is also governed

by the attachment and stabilisation of the wall boundary layer. For long, high Mach

number nozzles, the boundary layer on the nozzle is typically very thick and can take an

appreciable amount of time to attach even after the starting waves have moved through

the nozzle.

This discussion on the flow processes that produce the test flow for a reflected shock

tunnel (such as the SST) provides a background for nozzle design, and highlights the

important considerations that have to be made when designing a nozzle for a pulse facil-

ity that are not necessarily important for intermittent or continuous hypersonic flow test

facilities.

5.2 Axisymmetric Mach 7 Nozzle Design

The design of a contoured, axisymmetric nozzle for the SST is used as both a demonstra-

tion and validation of the proposed design tool consisting of thesm3dflow solver and the

Nelder-Mead optimization algorithm. The contoured axisymmetric nozzle was designed

for a nominal exit flow Mach number of 7, and the expansion contour was optimized for

a minimum Mach number and flow angle variation across the core flow at the nozzle exit

plane. A nominal design Mach number of 7 was selected because a higher Mach number

nozzle is not suited for the SST facility. The relatively low stagnation enthalpy of the

SST test flow (∼ 2 MJ/kg) limits the maximum expansion ratio of the nozzle for use-

ful test flow conditions that can be analysed with laser diagnostics and match real flight

conditions. The boundary layers developed by a contoured Mach 7 nozzle were expected

to be large enough to cause the assumptions in the MOC/BL nozzle design method to

become inaccurate to such a degree that flow disturbances would be seen in the test flow

if the nozzle had been designed with this method. The Mach 7 conical nozzle that was

manufactured for the SST prior to the current study exhibits a boundary layer at the exit

plane that occupies 60% of the total exit area [237]. It follows then that a contoured ax-

isymmetric nozzle expanding to the same Mach number would have an equal or greater

boundary layer thickness because of the extra nozzle wall length required to straighten

the flow. Nozzles that develop boundary layers of this magnitude have been shown to

produce only reasonable flow when designed with the MOC/BL technique [77, 114] due

to the inaccurate representation of the characteristic reflection point [36]. On this basis,
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then, a Mach 7 contoured nozzle for the SST facility could be considered a reasonable

candidate for the demonstration of the new PNS/optimization based design tool.

The complete nozzle shape was broken up into three regions to simplify the design:

(i) a subsonic contraction from the shock tunnel to the nozzle throat, (ii) an initial super-

sonic convex expansion that accelerates the flow from the nozzle throat to an inflection

point, followed by (iii) a concave nozzle section that continues to expand and straighten

the flow (see Fig. 3.3). Each section is joined continuously (that is, the second derivative

is continuous) to minimise unwanted flow-field disturbances and difficulties in manufac-

ture [197]. Continuity is achieved by defining each section with a B´ezier curve. B´ezier

curves can be easily joined together continuously and are well suited to optimization (as

discussed in Section 3.5).

5.2.1 Design Conditions and Constraints

The two design parameters that were fixed in the design of the nozzle were the throat

diameter and the maximum wall expansion angle which typically occurs at the inflection

point of contoured nozzles. The throat diameter was set at 7 millimetres to match the ex-

isting Mach 7 conical nozzle throat diameter. A throat of this size has been shown [237]

to facilitate secondary diaphragm rupture using a light plastic diaphragm, and allows pri-

mary diaphragm particles (shrapnel) to pass through without getting jammed in the throat.

However, small fragments of aluminium diaphragm of the order of a few millimetres are

often seen in the dump tank of the facility. The drainage rate of the stagnated gas from

the end of the shock tube is slow enough to maintain a reasonably constant nozzle supply

pressure over the test time with a 7 millimetre throat.

The maximum expansion angle of the nozzle is strongly coupled to the nozzle starting

characteristics and flow quality produced. As discussed in Section 5.1, starting processes

are an important issue for hypersonic pulse facility nozzles because the starting time can

be of the same order as the test time. By increasing the maximum divergence angle of the

initial expansion, the nozzle length is reduced and the nozzle starting time is also reduced

[199, 115]. However, as the angle is increased, a limit in the maximum expansion angle is

reached where total wave cancellation by the concave wall contour is no longer possible.

The theoretical angle limit is given by one-half the Prandtl-Meyer function [13] which

is approximately equal to 45 degrees for Mach 7 flow. Theoretical wave cancellation is

possible for this angle, however, in reality, a nozzle design with a 45 degree maximum

expansion angle would produce poor test flow because of disturbances resulting from

strong inviscid/viscous interactions. Propulsive rocket nozzles often use an expansion

angle close to the Prandtl-Meyer limit to minimise the weight of the nozzle. The qual-

ity of the flow exiting from rocket nozzles is not a major design consideration since the
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design objective is to maximise the thrust to weight ratio. Conversely, hypersonic test

facility nozzles are generally designed with shallow expansion angles, much less than the

Prandtl-Meyer limit, to minimise the flow-field disturbances [14]. However, too small

an expansion angle will cause boundary layers to grow to impractical sizes over the in-

creased nozzle length, and for pulse test facilities, the nozzle starting time becomes too

great. Therefore, a balance must be reached to compromise the benefits at each end of the

expansion angle range. Most axisymmetric hypersonic wind tunnel nozzles are designed

with a maximum expansion angle between 10 to 15 degrees [199, 241, 197, 39, 115, 125].

Stalker believes that shock tunnel nozzles with expansion angles greater than 17 degrees

will perform poorly because of possible problems with boundary layer separation (private

communication with Stalker, R. J.). An inviscid expansion angle of 13.0 degrees was

selected for the axisymmetric nozzle designed in this study.

The nominal nozzle supply conditions that the nozzle design was based on, were es-

timated from an established tunnel test condition used for the conical nozzle Pitot survey

[18]. However, the actual nozzle supply conditions used for the experimental testing of

the nozzle were significantly different (see Chapter 6). The reason for the difference in

conditions was because of major upgrades that were made to the tunnel driver section

and primary diaphragm station shortly after design work was started on the contoured

axisymmetric nozzle. These changes had the effect of reducing the rupture pressure of

the primary diaphragm and increasing the volume of driver gas. Consequently, the actual

nozzle operating condition was not known at the time of the nozzle design. The estab-

lished helium driver test condition for the SST prior to the modifications is shown in Table

5.1. The nozzle supply conditions and throat conditions listed in this table were calculated

using measured shock speeds and numerical simulations. The details of these calculations

are given in reference [18]. All the simulations were carried out assuming a calorically

perfect gas.

The condition shown in Table 5.1 is significantly different to the test condition used

for the nozzle survey which is shown later in Table 6.3. However, the quality of the

flow in terms of the test core Pitot pressure profile at the exit plane of contoured nozzles

for pulse facilities has been experimentally shown to be reasonably insensitive to nozzle

supply conditions [114]. Therefore, the use of an imprecise design condition was not

thought to significantly affect the quality of the final nozzle design. This hypothesis is

computationally tested later in Section 5.4.

5.2.2 Subsonic Contraction

Stagnated gas at the end of the shock tube is accelerated to sonic throat conditions through

the subsonic contraction. A smooth contraction profile from the end of the shock tube to
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Table 5.1: Summary of the shock tunnel conditions prior to tunnel modifications.

Test Condition
Driver tube Gas Helium
conditions Fill pressure (MPa± 0.05MPa) 4.0

Fill temperature (K± 2K) 292
Shock tube Gas Nitrogen
conditions Fill pressure (kPa± 0.5kPa) 20.0

Fill temperature (K± 2K) 292
Shock speed (m/s± 40 m/s) 1188.0

Nozzle supply Pressure (MPa) 2.727
conditions Temperature (K) 2572
(shock-compressed Density (kg/m3) 3.57
nitrogen) Enthalpy (MJ/kg) 3.37
Nozzle throat Velocity (m/s) 872.5
conditions Density (kg/m3) 2.684
(7mm throat) Pressure (MPa) 1.456

Temperature (K) 1827
Mach number 1.001

Dump tank gas Air, pressure (Pa± 20Pa) 400
Primary diaphragm Aluminium, thickness 0.6 mm
Secondary diaphragm Cellophane, thickness 0.01 mm

the throat was used for the subsonic contraction and defined using a B´ezier curve. Amann

[4] states that subsonic contractions should be smooth in order to avoid separation and

associated oblique shocks at the beginning of the initial expansion. Morel also suggests

[155] that nozzle contractions should be designed with smooth continuous curves to avoid

separation.

The contraction designed for the contoured axisymmetric nozzle is shown in Fig. 5.5.

The contraction to a 7 millimetre throat from the shock tube diameter is performed over

Figure 5.5: Subsonic contraction design showing B´ezier control points.

approximately 5 throat diameters and the wall contour has a maximum slope of 57 degrees
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measured from the centre line. The B´ezier control points were positioned to maintain

surface continuity between mating parts.

5.2.3 Initial Expansion

The initial expansion expands the flow from the sonic throat to supersonic conditions

using a divergent convex wall contour. The flow at the end of the initial expansion, of-

ten termed source flow, is straightened and expanded to the design Mach number by the

concave expansion or turning contour. The shape of the initial expansion is somewhat

arbitrary since the more critical process of flow straightening is performed in the concave

section of the nozzle. However, a “gentle” expansion process should provide a more uni-

form diverging flow that can be more easily straightened. This section details the design

process of the initial expansion for the axisymmetric Mach 7 nozzle. The inviscid contour

of the expansion was determined first, then it was corrected for boundary layer growth.

This design approach is somewhat inaccurate since it assumes that the core flow and the

boundary layer flow are uncoupled. However, the errors made can be corrected in the

subsequent design of the concave nozzle section where a coupled design method is used.

A four point Bézier curve was used to define the shape of a smooth continuous initial

expansion from the nozzle throat as shown in Fig. 5.6. The curve was extended on

Figure 5.6: Initial expansion showing layout of B´ezier control points.

the upstream end with a straight horizontal length equal to the throat diameter thereby

creating an extended throat section. Zonars [241] stated that throats of this length produce

“excellent high temperature source flow when measured in conical nozzles.” A similar

result is expected for contoured nozzles.

The Bézier control points p0, p1and p2 were arbitrarily spaced 5 millimetres apart and

the radial positions of points p0 and p1 were set equal to the throat radius to maintain cur-

vature continuity. The radial position of control points p2 and p3 determine the maximum

divergence angle at the end of the expansion which was set at 13 degrees for the inviscid

design. The axial position of control point p3 and hence the overall length of the initial

expansion was determined using characteristic tracing [15].

The characteristic tracing required a flow solution to be calculated for a guessed initial

expansion design and the downstream region of the flow that is influenced by the initial
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expansion. The space-marching flow solver,sm3d, was used to calculate an axisymmet-

ric inviscid flow solution for an initial expansion design with a guessed overall length of

70 millimetres. The flow-field was extended a further 100 millimetres downstream by

extending the wall with a straight line segment at 13 degrees as shown in Fig. 5.7. The

Figure 5.7: The boundaries of the computational domain used for the initial expansion character-
istic tracing.

flow calculation used the throat conditions listed in Table 5.1 for the uniform conditions

at the throat inflow plane. The throat gas velocity listed in the Table has a velocity slightly

greater than Mach 1 to ensure that space marching flow calculations remain stable. The

gas was assumed to behave as calorically perfect, diatomic nitrogen, and an unclustered

grid of 4000 by 80 cells was used to discretized the computational domain. The simu-

lation was run to a steady state and characteristic lines were traced through the solution.

The characteristic that intersected the point on the nozzle centre line where Mach 7 flow

existed was traced back to the wall. The point on the wall where the characteristic orig-

inated marked the length of the initial expansion. Figure 5.8 shows a plot of the Mach

7 characteristic and static pressure contours for the 13.0 degree initial expansion. The

Mach 7 characteristic intersects the wall at point A which set the initial expansion length

at 48 millimetres. The section of the wall labelled A-B can only affect the shaded part of

the flow-field. Therefore, the initial expansion 0-A completely specifies the non-shaded

region x = 0 to x≈ 0.15m .

To complete the design of the initial expansion, an approximation of the boundary

layer displacement thickness was added to the inviscid wall contour. The boundary layer

displacement thickness was approximated by performing a viscous flow calculation for

the inviscid expansion design using the turbulent boundary layer model of Baldwin &

Lomax [20] with a compressibility factor in the damping coefficient (see Section 2.9).

A turbulent boundary layer was assumed to develop from the nozzle throat rather than

the nozzle supply region where the test gas starts moving. The turbulent boundary layer

assumption was based on experimental comparisons with numerical simulations of the

conical nozzle flow for the SST, which have shown that assuming the nozzle boundary

layer to be turbulent gives accurate computational results [82, 18, 237]. The wall temper-

ature for the viscous flow calculation was assumed to be at a constant room temperature of
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Figure 5.8: Extended initial expansion showing (a) selected flow characteristics and (b) static
pressure contours.

298 K since the flow is impulsive and it is unlikely that an adiabatic wall state would exist.

The computational domain was discretized with a grid of 80 cells in the radial direction

and 4000 cells in the axial direction where the radial cells were clustered towards the wall

with an exponential clustering parameter of 1.01 (see Eq. 2.104). The safety factor used

in Vigneron’s coefficient (see Eq. 2.9) was set to 0.95 and the CFL number was set to 0.4

to maintain numerical stability. The convergence criteria for the flow calculation was set

to a density residual of 0.01%.

Once the flow solution was obtained, the calculated velocity profile at the end of the

expansion was integrated to using the relation,

δ∗ =

∫ ∞

wall

ρ

ρ∞

(
1− u

u∞

)
dr (5.1)

to calculate the compressible displacement thickness of 0.26 millimetres. Adding this to

the inviscid wall contour at the exit gives an expansion radius of 12.0 millimetres. The

final coordinates of the B´ezier control points for the initial expansion (as illustrated in

Fig. 5.6) are given in Table 5.2 where the origin is taken to be at the start of the throat.

Two viscous, turbulent boundary layer flow solutions were computed for the initial

expansion design usingsm3d. High and low resolution simulations were performed using

grids discretized with 80 and 40 cells respectively in the radial direction, and 10000 and

5000 cells respectively in the axial direction. The cells were radially clustered against the

wall using an exponential clustering function (see Eq. 2.104) with a clustering parameter

of 1.005. The radial clustering resulted in a y+ value of 2.7 for the cell closest to the
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Table 5.2: Coordinates of the B´ezier control points for the initial expansion.

Control point x, mm r, mm
p0 7.0 3.50
p1 12.0 3.50
p2 17.0 4.68
p3 48.0 12.00

wall at the exit plane in the low resolution case and 1.4 for the high resolution case.

The cells were also clustered axially towards the throat with a clustering parameter of

1.5 . The remaining details of the computational setup were the same as those for the

flow calculation used to estimate the boundary layer displacement thickness. Figure 5.9

shows the computational mesh used for the low resolution computation and a plot of Mach

number contours. The high and low resolution flow solutions at the exit plane of the initial

0.010 0.015 0.020 0.025 0.030 0.035 0.040 0.045
0.000

0.002

0.004

0.006

0.008

0.010

0.012

x, m

r, m (a)

0.010 0.015 0.020 0.025 0.030 0.035 0.040 0.045
0.000

0.002

0.004

0.006

0.008

0.010

0.012

x, m

r, m (b)

Figure 5.9: Parabolized Navier-Stokes simulation results for the nozzle initial expansion; (a) com-
putational mesh; (b) Mach number contour plot (20 contours from 1.002 to 3.8)

expansion were used as the inflow conditions for the concave expansion flow calculations

in the following sub-section.

Prior to the design of the concave flow straightening expansion, an estimate of the

overall nozzle length was obtained from the inviscid flow solution of the initial expan-

sion. The approximated length was obtained by extending a C+ characteristic from the

intersection of the C− characteristic and the axis at the Mach 7 location as shown in Fig.

5.10. The C+ characteristic was extended downstream in a straight line until it intersected

the estimated edge of the boundary layer at the nozzle exit. The isentropic expansion ra-
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Figure 5.10: Positive and negative flow characteristics intersecting the nozzle axis at the location
where the Mach 7 test core begins.

tio for a Mach 7 inviscid flow is 104 which gives a exit radius of 35.7 millimetres for a 7

millimetre diameter throat. The exit radius was then increased to account for the turbulent

boundary layer using the approximation [104]

δ

x

√
Rex ≈ 20 (5.2)

which is derived from van Driest’s compressible boundary layer approximations [236].

The Reynolds number was calculated as being5.1× 105 using nozzle exit flow quantities

calculated from isentropic relations. The Reynolds number length scale,x, was approx-

imated as 400 millimetres. This gives a boundary layer thickness of 11.1 millimetres

and, assumingδ∗/δ = 0.33, a displacement thickness of 3.7 millimetres. The edge of

the boundary layer was then approximated as being at a radius of 28.3 millimetres. Ex-

tending the positive Mach 7 axial characteristic to this radius gives a nozzle length of

353 millimetres. To ensure that there is enough nozzle surface to straighten the flow, an

extra 25 millimetres was added to this axial length giving an overall nozzle length of 378

millimetres.

5.2.4 Concave Flow Straightening Expansion

The concave flow straightening expansion contour was designed by solving an optimiza-

tion problem. The optimization problem consisted of a set of design variables that defined

the concave expansion geometry and, an objective function defining the total variation of

Mach number and flow angle for the core flow exiting the nozzle. The edge of the core

flow was defined as the radial position where the axial velocity component was equal to

99% of the centre line velocity (approximate edge of the boundary layer). Using this in-

dependent definition of the core flow edge for each flow solution, lead to some difficulties

that will be discussed later. Essentially, the optimizer was allowed to determine the abso-

lute size of the core flow over which it would try to minimize the flow variation and on

occasion, it would incorrectly attempt to achieve this goal by reducing the size of the core

flow.
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The objective function for the optimization algorithm was defined so that the algo-

rithm would attempt to find a nozzle shape that produced a flow with a minimum of

variation in Mach number and flow angle across the core flow at the exit plane. All of the

computational cells from the axis to the edge of the core flow at the exit plane were used

to evaluate the objective function which was defined as,

Obj(dv) = (fθ + fM)2 . (5.3)

The two functions defining the variation in flow angle,θ, and the distribution in Mach

number, were

fθ =
φ2

θ

N

N∑
j=1

(vj/uj)
2

(5.4)

fM =
φ2

M

N

N∑
j=1

(Mx,j −Mdesign)
2

where the symbolN denotes the number of cells in the core flow. Two weighting param-

eters,φθ andφM , were used to scale the contributions of the flow angle variation function

fθ and Mach number variation functionfM . The scaling parameters were set so that both

functions would evaluate to 1 or less if all of the cells within the core flow have a variation

in Mach number and flow angle less than a prescribed target.The optimization algorithm

would then interpret both targets as equally important for achieving a satisfactory noz-

zle shape. The targets were set to a variation of Mach number across the core flow at

the exit plane of less than 0.01 (or 0.14 %) and a variation of flow angularity less than

0.016 degrees (∼ 1 arc minute). When or if the optimization algorithm found a design

solution that achieved these targets, the optimization algorithm was stopped. These tar-

gets are “ideal” and were set very high to improve the convergence of the optimization

search algorithm. Nozzle exit plane flow variations of this order can not be measured

in pulse flow wind tunnels with the current generation of flow measurement instruments.

The weighting parameters are equal to the inverse of the targets or design goals such that,

φθ = 1
tan(0.016)

= 3.58× 103

(5.5)

φM = 1
0.01 = 102

A Bézier curve was used to model the wall of the concave nozzle section where the

difference in radial position between consecutive control points of the B´ezier curve were

used as optimization design variables. The B´ezier curve was defined with seven control
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points (see Fig. 5.11) where the positions of the first two control points (A & B) were

fixed in space to maintain continuity of curvature with the upstream initial expansion.

Figure 5.11: Concave nozzle section showing B´ezier control points used for optimization.

The axial positions of the remaining five control points (p0 to p4) were fixed in a

distribution along the remaining length of the nozzle that was slightly clustered towards

the nozzle throat. The overall axial length of the nozzle section was determined from the

total nozzle length calculation discussed earlier in the previous section. The differences

in radial distances between each pair of B´ezier control points (p0r - Br, p1r - p0r, ....)

were used as design variables. This approach makes the design variables resemble wall

slopes and improves the convergence of the design procedure [125].

The optimization of the wall contour was performed in two stages. First, a parametric

study of the sensitivity of the optimization results to the initial wall contour designs was

performed using a low resolution grid containing 40 radial cells. The best solution of the

low resolution optimization study was then used as the initial solution for a high resolution

optimization problem, which gave the final nozzle design. A set of eight optimization

problems with different initial wall designs were used for the low resolution parametric

study. Seven of the optimization problems used initial designs with smooth arcs to varying

exit diameters and the eighth problem used an initial design with a conical expansion as

shown in Fig. 5.12. The first seven initial designs were generated by locating the first
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Figure 5.12: Initial nozzle wall contour designs for the low resolution optimization.
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upstream control point, p0, on a line extending from the first two fixed points, A & B

(see Fig. 5.11), and the remaining control points were placed on a circular arc formed

between p0 to p4. The radius of p4 was varied from 37.4 millimetres to 43.4 millimetres

in 1 millimetre steps to give the seven designs (the estimated nozzle exit radius from

Section 5.2.3 was 39.4 millimetres). The eighth design was generated by placing the

design control points on a line from control point B to an exit radius of 37.4 millimetres.

The initial perturbations of all the design variables were set to 2 millimetres except for

the first upstream design variable perturbation which was set to 1 millimetre.

The computational grids for each of the low resolution optimization problems con-

sisted of 40 cells in the cross-flow plane that were clustered towards the wall to maintain

ay+ value for the cell closest to the wall equal to they+ value at the exit plane of the low

resolution initial expansion simulation which was 2.6 . The algebraic turbulence model

of Baldwin & Lomax [20] with a compressible damping term (see Section 2.9) was used

to model the boundary layer growth along the nozzle wall and the gas was modelled as

calorically perfect nitrogen. The inflow plane for each simulation was taken from the exit

plane of the low resolution simulation for the initial expansion (see Fig. 5.9).

Each optimization problem was run on a single processor of a SGI Origin 2000 (see

Appendix G) and took on average 5 hours for each of the eight cases (running at 66

seconds per flow solution). The optimization algorithm was terminated when the design

goals were achieved or the variance of the simplex objective function values fell below

0.1 (see Eq. 3.1). The results of the eight low resolution optimization problems are sum-

marised in Table 5.3. The results show that the sensitivity of the optimization algorithm to

Table 5.3: Results of the concave expansion optimization (H is the initial conical design).

Design Starting exit Initial Converged No. of objective
radius, mm objective value objective value evaluations

A 37.4 12718×103 87.3 276
B 38.4 6920×103 123.4 193
C 39.4 3148×103 205.4 427
D 40.4 1181×103 115.1 181
E 41.4 300×103 104.5 329
F 42.4 108×103 105.4 251
G 43.4 124×103 147.0 207
H 37.4 10631×103 68073.2 319

the initial condition is low for well posed initial designs. However, case H shows that the

performance of the optimization algorithm is poor for an initial design that is also poor

(i.e. not similar in shape to the optimum shape). In optimization parlance, the algorithm is
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susceptible to local minimum convergence. The optimized nozzle wall contours for each

case are shown in Fig. 5.13. The first seven optimized designs are all very similar except
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Figure 5.13: Optimized nozzle wall contours for the concave section. The solid lines depict the
wall contours and the dashed line shows the variation in wall radius for the first seven cases.

for the end of the nozzle where the objective function becomes insensitive to the wall

slope. The objective function becomes insensitive at the end of the nozzle because the

domain of influence of the wall slope becomes limited to the boundary layer flow which

is not considered in the objective function evaluation.

The nozzle expansion contour study used a simplex contraction coefficient of 0.5 as

suggested by Nelder & Mead in their original paper [159] (see Section 3.2 for an expla-

nation of the contraction coefficient). A 0.5 contraction coefficient was thought to give a

good balance between rate of convergence and global minimum convergence. However,

an inspection of the variation in final converged objective value for each of the design

cases presented in Table 5.3 suggests that the local design space does not have a well

defined global minimum and the contraction coefficient used may not be optimal. In an

effort to improve the convergence of the optimization algorithm to the global minimum,

the simplex contraction coefficient was increased to 0.75 which has the effect of slow-

ing the contraction of the simplex. The parametric study with the eight initial design

was then undertaken again using the increased contraction coefficient. The results of the

eight optimization problems are shown in Table 5.4. The results show that increasing

the contraction coefficient generally improves the ability of the optimization algorithm

to converge to the global minimum for well posed problems (lower average converged

objective function). However, the optimization algorithm, on average, required a greater

number of objective function evaluations to converge to an optimal design. The optimized

wall contours obtained using the increased contraction coefficient are shown in Fig. 5.14.

The effect of the increased contraction coefficient is reflected in the reduced wall radius

difference between all of the well posed design cases.

Increasing the contraction coefficient did not improve the optimization results for de-
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Table 5.4: Results of concave expansion optimization with an optimization contraction coefficient
of 0.75 (H is the initial conical design).

Design Starting exit Initial Converged No. of objective
radius, mm objective value objective value evaluations

A 37.4 12718×103 92.6 305
B 38.4 6920×103 105.2 376
C 39.4 3148×103 103.4 323
D 40.4 1181×103 94.1 501
E 41.4 300×103 103.9 312
F 42.4 108×103 129.8 267
G 43.4 124×103 108.8 517
H 37.4 10631×103 75077.3 437
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Figure 5.14: Optimized nozzle wall contours for the concave section using a contraction coeffi-
cient of 0.75 . The solid lines depict the wall contours and the dashed line shows the variation in
wall radius for the first seven cases.

sign case H with the conical initial design. The optimization algorithm converged to a

design solution with an objective function of the same magnitude. In a second attempt to

improve the optimization results for this poor initial design, the initial perturbations of the

design variables were all increased to 10 millimetres. The larger initial perturbations give

the simplex a greater initial range of exploration and give it a greater chance of converging

to the global minimum. However, applying large perturbations to well posed initial de-

signs may cause convergence to a local minimum that is found in the first few movements

of the simplex (this hypothesis was not explored in the current study). A comparison of

the optimization results for case H with the original 2 millimetre initial perturbation value

and the 10 millimetre perturbation is shown in Table 5.5. Also shown are the results for

a simplex contraction coefficient of 0.5 and 0.75 . In this case, the optimization results

were substantially improved by increasing the size of the initial simplex, particularly for

the 0.75 contraction coefficient case. The optimized wall contour designs are compared

to the optimized design for case A in Fig. 5.15.
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Table 5.5: Optimization results for case H with large initial perturbations of the design variables.

Initial Contraction Converged No. of objective
perturbation, mm coefficient objective value evaluations

2 0.5 68073 319
2 0.75 75077 437
10 0.5 27426 378
10 0.75 335 404
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Figure 5.15: Optimized wall contours for case H with a large initial simplex size. Comparison is
made with the optimized wall contour for case A with a 0.5 contraction coefficient.

The optimization design goals for the Mach 7 nozzle requires that the objective func-

tion evaluate to less than 2 for a satisfying design. However, the objective function evalu-

ations for the best of the low resolution designs were approximately two orders of magni-

tude greater than the design goal required. An analysis of the optimized exit Mach number

profile for the low resolution case A shows that the poor results are partly due to the def-

inition of the core flow edge (or boundary layer edge). Figure 5.16 shows the exit Mach

number profile for case A and the design goal tolerance for Mach number. Also shown

on this figure are two definitions of the core flow edge. The core flow edge for the low

resolution optimization cases was defined as the radial position where the axial velocity

equalled 99.0% of the centre line velocity. This radial position is marked as 0.99U0 in the

figure. The objective function is evaluated using the Mach number distribution from the

centre line of the nozzle to the edge of the core flow. For a core flow definition of 0.99U0,

the optimization algorithm has tried to increase the Mach number towards the edge of the

core flow in order to increase the Mach number of the cells just to the left edge of the

core flow. These cells contribute to the large objective function value. If the core flow

edge is defined as 99.9% of the centre line velocity (marked as 0.999U0 in Fig. 5.16),

the computational cells contributing to the high objective function value are significantly



5.2 Axisymmetric Mach 7 Nozzle Design 157

0.000 0.010 0.020 0.030
6.7

6.8

6.9

7.0

7.1

M
ac

h 
nu

m
be

r

Radial distance, m

Mdesign ± 0.01

0.999U0 0.99U0

Figure 5.16: Optimized exit plane Mach number for case A with a 0.5 contraction coefficient.
The Mach number design goal is marked as well as the edge of the core flow using two edge
definitions.

reduced.

The effect of changing the definition of the core flow edge was examined by repeating

the case A optimization with the nominal contraction coefficient and the 99.9% core flow

edge definition. A comparison of the optimized wall contours is shown in Fig. 5.17. The
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Figure 5.17: Comparison of optimized wall contour for case A using two different definitions of
the core flow edge.

optimization results were mixed in that the converged objective function evaluation for

the 99.9% case was decreased to 16.0 (compared to 87.3 for the 99% case), but the wall

slope at the exit of the nozzle became negative, thus compressing the flow at the exit. A

nozzle with a negative wall slope is not a practical design solution and suggests that the

objective function was not fully describing the desired objectives.

The exit plane profiles of Mach number and flow angle shown in Figs. 5.18 and 5.19

reveal why the objective function evaluated to a lower value. The 99.9% core flow
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Figure 5.18: Profile of exit plane Mach number for case A optimization using two different defi-
nitions of the core flow edge.
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Figure 5.19: Profile of exit plane flow angle for case A optimization using two different definitions
of the core flow edge.

edge definition had the effect of reducing the region over which the objective function

was evaluated. The reduction in the optimization region was caused by the relatively

large initial perturbations of the initial design variables. The perturbations in wall slope

caused perturbations in the exit plane flow velocity that were on the order of 0.1% of the

centre line velocity. The edge of the core flow was then incorrectly identified and this

caused the optimization algorithm to limit the region over which the objective function

was evaluated. This region was reduced until the simplex became small enough through

contractions to limit the large velocity perturbations.

Therefore, in order to prevent the optimization algorithm from reducing the core flow

size while retaining the adaptive core flow estimation, it is necessary to match the core

flow edge definition with the size of the initial perturbations that form the initial simplex.

Using a 99.9% core flow edge definition requires that the initial design variable pertur-
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bations be small. However, if small perturbations are used, and the initial design is not

a good guess, the optimization algorithm is likely to converge to a poor local minimum.

Therefore, it is prudent to use large initial design variable perturbations with a relaxed

core flow edge definition to locate the design space containing the global minimum, and

then use small perturbations with a stricter core flow edge definition to find the global

minimum. This is the approach taken here where the low resolution case is used to find

the approximate shape of the optimal nozzle design, and then the high resolution case is

used to refine the shape to within the required design goals. Alternatively, a presumed

core flow size could have been fixed, however, a conservative estimate would had to have

been made prior to the calculation.

The optimized low resolution design solution for case A with the nominal contraction

coefficient was used as the initial design for the high resolution optimization problem.

The design variable perturbations that form the initial simplex were all reduced to 0.5

millimetres, except for the first design variable closest to the nozzle throat which was

reduced to 0.25 millimetres. The core flow edge was defined as 99.9% of the centre line

velocity since the design variable perturbations were reduced, and the initial design was

assumed to be close to the global minimum design. A computational grid of 80 cells in

the cross-flow direction and 2000 cells in the axial direction was used to discretize the

computational domain. The cells were adaptively clustered radially towards the wall to

maintain a constant y+ value for the cells nearest the wall. The y+ value used was equal

to the y+ value of the cell nearest the wall at the exit plane of the high resolution initial

expansion calculation which was 1.4 . The cells were also clustered axially towards the

throat with an exponential clustering parameter of 1.1 . The rest of the computational

setup for the flow simulations was the same as the setup used for the low resolution simu-

lations. The exit plane flow properties calculated for the high resolution initial expansion

simulation were used as the inflow properties for the high resolution optimization. Only

one optimization problem was solved with a simplex contraction coefficient of 0.5 .

The optimization algorithm required 122 iterations to converge to a design solution

with an objective function evaluation of 0.68, which took 21.2 hours to complete using

one processor of the SGI Origin 2000. The variation in Mach number and flow angle at the

exit plane of the optimized design solution are shown in Figs. 5.20 and 5.21 respectively

(the physical edge of the nozzle at the exit plane is at a radius of 0.04196 m). The Mach

number variation of the optimized design is within the design goal, however, the flow

angle slightly exceeds the design goal in some regions of the core flow. An improvement

in the flow angle variation may have been achieved by adding another B´ezier control

point and hence another design variable to the optimization problem. However, this was

not carried out in the present study since the optimized design produces test flow that is

very close to fulfilling the design goal, and the flow angle variation is below the precision



160 Design of an Axisymmetric Shock Tunnel Nozzle

0.000 0.010 0.020 0.030
6.7

6.8

6.9

7.0

7.1

M
ac

h 
nu

m
be

r

Radial distance, m

Mdesign ± 0.01

0.999U0

Figure 5.20: Mach number profile across the test core of the high resolution optimized nozzle
design.

0.000 0.010 0.020 0.030
-0.10

-0.05

0.00

0.05

0.10

Radial distance, m

F
lo

w
 a

ng
le

, °



0.999U0




θdesign ± 0.016°

Figure 5.21: Flow angle profile across the test core of the high resolution optimized nozzle design.

of any pulse flow measurement instruments that are presently available.

A contour plot of Mach number is shown in Fig. 5.22 for the complete diverging

nozzle design and the variation in centre line Mach number is shown in Fig. 5.23. The

Mach number contours show that the length of the nozzle is approximately 40 millimetres

longer than necessary. However, the current length maximises the test core volume since

reducing the length will cause the expansion waves coming off the lip of the nozzle to

cross the test core further upstream. The variation in axial Mach number is smooth and

continuous and shows only a slight over-expansion at the start of the uniform flow region.

Overall, the nozzle design is shown to expand the flow smoothly and to a highly uniform

state at the exit plane. The computed variation in flow quantities at the exit plane of the

nozzle are listed in Table 5.6 . Technical drawings of a Mach 7 nozzle that uses the nozzle

contour designed in this chapter are presented in Appendix H.
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Figure 5.22: Mach contours for the optimized Mach 7 nozzle.
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Figure 5.23: Axial Mach number profile for the optimized Mach 7 nozzle.

5.3 Grid Refinement Study

A grid refinement study was undertaken for the optimized nozzle design to ensure that the

solution produced by the computational scheme would converge to an exact solution if

the grid resolution was increased. By “exact solution” it is meant the solution that would

be generated by the flow solver using a computational domain disctretized with cells of

infinitesimal size and by convergence, it is meant that the approximate solution to the

PNS equations approaches the exact solution for the same initial boundary conditions as

the computational grid is refined.

Four grids of increasing resolution were used to calculate nozzle flow solutions for

the optimized nozzle design. The number of cells used in the radial and axial direction

were doubled for every step increase in resolution. Each flow solution was obtained by

first calculating the flow through the initial expansion then through the concave nozzle

section. The calorically perfect throat conditions listed in Table 5.1 were used as the
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Table 5.6: Computed variation in flow quantities within the core flow at the exit plane of the
optimized axisymmetric nozzle design.

Average ± Variation
Absolute %

M 7.001 0.003 0.05
Angle,◦ -0.003 0.019
Pressure, Pa 653.9 4.8 0.74
Temperature, K 202.4 0.2 0.09
Pitot Pressure, kPa 41.29 0.26 0.64

uniform inflow conditions for each initial expansion calculation. The initial expansion

grids were all clustered towards the wall using a clustering parameter of 1.005 (see Eq.

2.104) and the grids for the concave expansions were clustered to maintain the wall y+

value at the exit plane of the initial expansion (as was done for the design calculations).

Each slice of cells was marched in time until the largest density residual decreased below

0.01%.

In order to assess whether the flow solutions were converging to a correct solution as

the grid resolution was increased, the total axial force exerted on the nozzle was calculated

and compared for each flow solution. The total axial force was calculated by integrating

the surface pressure and viscous stress acting on the nozzle wall from the throat to the exit

plane of the nozzle. The force acting on the nozzle is not a particularly relevant property

for the current study, however, it was believed to be more sensitive to the flow solution

than the objective function. Thus, comparing this value between grid resolutions would

give a more accurate indication of the solution convergence.

Table 5.7 lists the number of radial and axial grid cells for the initial and concave

expansion simulations, the concave expansion wall y+ values, and total calculated axial

force acting on the nozzle from the throat to the exit plane for each of the flow calcula-

tions. The difference in calculated force between different grid resolutions can be used

to determine the convergence order of the solution scheme as well as the estimated error.

The solution scheme order of convergence,p, can be approximately determined using the

relation,

p = ln

(
f1 − f2

f2 − f3

)
/ ln(r) (5.6)

wheref1, f2 andf3 are the axial forces (or some other quantitative value) of the discrete

solution for increasing grid resolutions, andr is the grid refinement ratio. Evaluating this

expression using the axial force for the first three grids, gives a scheme order of 0.83 and
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Table 5.7: Total calculated axial force exerted on the optimized nozzle design for grids of increas-
ing resolution.

No. of radial No. of axial cells Concave y+ Total nozzle
cells Initial Concave wall value axial force, N
20 2500 500 4.94 48.3
40 5000 1000 2.65 46.7
80 10000 2000 1.39 45.8
160 20000 4000 0.71 45.3

for the last three an order of 0.85 . Since the calculated order is positive, it is fair to say

that the solution converges as the grid resolution increases (up to the machine precision).

A generalised version of Richardson extrapolation [180] can be used to calculate an

estimate of the fractional error in the quantity,f . The estimated fractional error,E, is

given as

E2 = ε/(rp − 1) (5.7)

where

ε = (f1 − f2)/f2 . (5.8)

This error estimate is an ordered approximation to the actual fractional error of the quan-

tity f2. The approximated errors in calculated axial force for the three highest resolution

grids were, 4.3 %, 2.5% and 1.4%. The consistently decreasing error also indicates a

converging computational scheme. The error is plotted against they+ value in Fig. 5.24

to show the trend of the decreasing error asy+ approaches 0.

5.4 Sensitivity of Flow Quality to Stagnation Conditions

All the nozzle flow calculations up to this point were made using throat conditions that

were calculated assuming a constant ratio of specific heats equal to 1.4 . In reality, this

assumption may be quite inaccurate. However, the design study was performed on the

premise that the ability of the nozzle wall contour to cancel expansion waves and pro-

duce uniform exit flow was fairly insensitive to the gas ratio of specific heats [114]. This

premise is tested here by performing a series of flow calculations over a range of en-

thalpies, using the final (optimized) nozzle shape and a more accurate gas thermodynam-

ics model for calculating the nozzle throat conditions. The Mach number variation and

flow angularity at the exit plane is then compared over the range of operating conditions.



164 Design of an Axisymmetric Shock Tunnel Nozzle

0.0 0.5 1.0 1.5 2.0 2.5 3.0
0.0

1.0

2.0

3.0

4.0

5.0

y+

er
ro

r,
 %

Figure 5.24: Approximate solution error as a function of the wally+ value for the computational
cell nearest to the nozzle wall.

The investigation was begun by determining a range of throat conditions that are more

realistic than the calorically perfect conditions listed in Table 5.1. Throat conditions were

determined by first assessing the thermodynamic processes that were expected to be im-

portant as the gas flowed through the contraction and into the nozzle throat. The tem-

perature of the gas in the nozzle supply region that flows into the nozzle throat is high

enough to excite vibrational energy modes but not high enough to dissociate diatomic

nitrogen. The excited vibrational energy modes are in equilibrium with the translational

and rotational modes of energy in the nozzle supply region since the residence time of the

flow in the nozzle supply region is large with respect to the vibrational relaxation time.

As the flow is accelerated through the nozzle contraction into the throat, the residence

time (or characteristic fluid time scale) becomes increasingly smaller and approaches the

vibrational relaxation time of the nitrogen. The residence time of the flow in the nozzle

throat can be estimated from the length of the nozzle throat (which is equivalent to the

nozzle diameter in this case) and the flow speed through the throat. Also, the vibrational

relaxation time for molecular nitrogen within the throat can be obtained from an empiri-

cal relation derived by Millikan & White [154] (see Eq. 4.1). The pressure, temperature

and time scales of the gas within the nozzle throat are shown in Table 5.8 (these throat

conditions were calculated using a calorically perfect gas model). The residence time is

roughly an order of magnitude smaller than the vibrational relaxation time for nitrogen in

the throat. This indicates that the equilibration of the vibrational energy mode with the

other energy modes (translational/rotational) is occurring very slowly in comparison to

the velocity of the gas (known as a thermodynamically frozen state). As the flow expands

and accelerates downstream of the throat, the residence time reduces even further and the

relaxation time increase as the gas cools. Therefore, the state of the gas in the expanding
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Table 5.8: Vibrational relaxation time and residence time for the nozzle throat.

p 14.4 atm
T 1827 K
τresidence(dia./u∗) 8.0µs
τvib(N2) 81.1µs

section of the nozzle can be considered to be thermodynamically frozen. However, in the

upstream section of the nozzle where the flow accelerates from the nozzle supply region

through the nozzle contraction, it will undergo a transition from a thermodynamic equi-

librium state, to a non-equilibrium state, then to a frozen state at the nozzle throat. This

analysis indicates that the assumption of calorically perfect gas for the nozzle contrac-

tion flow calculations [18] is not accurate and the actual nozzle throat conditions may be

significantly different from those used in the design of the Mach 7 nozzle (see Table 5.1).

To assess the sensitivity of the nozzle exit flow quality to the throat conditions, a

series of flow calculations were performed using a range of throat conditions. The throat

conditions were determined for five different stagnation enthalpies spanning± 30% of

the design stagnation enthalpy (2.67 MJ/kg). The throat density was fixed at 2.263 kg/m3

for all the conditions and determined from isentropic relations (usingγ = 1.4) and the

design stagnation density of 3.57 kg/m3. The gas sonic velocity and temperature at the

throat were calculated using a thermodynamic equilibrium model [171] for nitrogen and

an iterative process where the temperature of the gas was varied until it satisfied Eq. 5.9

for the given total specific enthalpy and density.

Ho = h(T ) +
1

2
a(ρ, T )2 (5.9)

The throat pressure and specific internal energy were also determined from the equilib-

rium model and are listed in Table 5.9 for the five total enthalpies being considered. This

Table 5.9: Conditions used to test the sensitivity of the exit flow quality to operating conditions.

H0/H0,design ρ∗ u∗ p∗ T ∗ e∗ γ∗

kg/m3 m/s MPa K MJ/kg
0.70 2.263 760 0.9573 1425 1.1604 1.365
0.85 2.263 827 1.1408 1698 1.4241 1.354
1.00 2.263 888 1.3243 1971 1.6910 1.346
1.15 2.263 945 1.5055 2241 1.9596 1.339
1.30 2.263 997 1.6855 2508 2.2295 1.334
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approach for calculating the throat conditions is still an approximation since the gas is

assumed to be in thermodynamic equilibrium at all points in the nozzle contraction. As

discussed previously, the gas is expected to be in thermodynamic non-equilibrium for a

short duration in the contraction. Consequently, the actual ratio of specific heats would

expected to be slightly lower than those listed in Table 5.9. However, the equilibrium as-

sumption is an improvement over the calorically perfect assumption and, relevant to this

discussion, the variation in specific heats is included.

The flow calculations downstream of the throat assumed the gas to be thermodynam-

ically frozen where the ratio of specific heat was held constant at the throat equilibrium

value. The flow states listed in Table 5.9 were used as uniform inflow conditions for each

of the nozzle initial expansion flow calculations. Each of the five grids for the initial ex-

pansion had 80 cells in the radial direction that were clustered towards the wall with a

clustering parameter of 1.005 . The concave expansion grids were clustered towards the

wall to maintain the wall y+ value at the exit plane of the initial expansion which ranged

from 1.03 to 1.78 . Figure 5.25 shows the exit plane Mach number profile for each of the

five enthalpies. The average level of the exit Mach number is shown to decrease with the
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Figure 5.25: Exit plane Mach number profiles for the optimized nozzle design with different flow
enthalpies.

ratio of specific heats. This is consistent with the quasi-one-dimensional theory for a fixed

area ratio isentropic expansion. The variation in exit plane Mach number is more clearly

shown in Fig. 5.26 where the five Mach number distributions are plotted as deviations

from their respective centre line Mach numbers. The variation in Mach number is within

the design limits for most of the cases, however, the overall variation is not as small as the

variation achieved when using a calorically perfect gas model. Figure 5.27 shows the cal-

culated flow angularity at the exit plane of the nozzle for the five cases. All of the cases

produce flow that is diverging in a uniform manner without any apparent disturbances.

The amount of divergence decreases as the enthalpy decreases and the ratio of specific
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Figure 5.27: Exit plane flow angularity for the optimized nozzle design with different flow en-
thalpies.

heats approaches 1.4 . This trend in the exit flow is a result of the flow characteristics be-

coming steeper and not being correctly cancelled by the nozzle wall contour as the ratio

of specific heats decreases.

The maximum deviation of the flow angle at the outer edge of the core flow for the

highest enthalpy assessed was approximately 0.5◦. To determine whether this deviation

is measurable with experimental measurement techniques, the resulting variation in ax-

ial Pitot pressure downstream of the nozzle exit plane can be calculated. At a position

50 millimetres downstream of the nozzle exit plane, a 0.5◦ expansion in the nozzle exit

flow would approximately correspond to a 3.4% reduction in the mean core flow Pitot

pressure (calculated using a simple quasi-one-dimensional analysis and assumingρu2 ap-

proximately scales with Pitot pressure). This difference is within the current capabilities

of Pitot pressure measurement in pulse flow wind tunnels (see Section 6.4). Therefore, in

this case, the assumption that the quality of the nozzle flow is fairly insensitive to the gas
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ratio of specific heats, is not acceptable for nozzles that are to be designed to achieve a

flow uniformity that is greater than the resolution of current flow diagnostic equipment.

This assumption may become even more inaccurate for the design of pulse flow wind

tunnel nozzles where the tunnel supply gas (stagnation) enthalpies are much higher than

those considered here.

The investigation of the flow quality sensitivity to the stagnation conditions in this

section showed that the flow angle at the nozzle exit plane is sensitive to the gas ratio of

specific heats. This result is contrary to the assumption made at the beginning of the chap-

ter that the flow quality is insensitive to the gas ratio of specific heats. The insensitivity

of the flow quality to the gas ratio of specific heats was suggested from the results of sev-

eral Pitot pressure surveys for a nozzle designed using the MOC/BL method over a range

of nozzle supply stagnation enthalpies [114]. The variation in the average Pitot pressure

for these surveys was small, however, there were significant disturbances in the flow. If

the flow had been more uniform, the variation in Pitot pressure for different stagnation

enthalpies may have been apparent. Therefore, for the design of high quality nozzles to

be used in high enthalpy pulse wind-tunnels, where a coupled design method is used such

as the one described in this chapter, it would be prudent to employ a more accurate gas

thermodynamics model than the calorically perfect model used in this chapter.

5.5 Summary & Recommendations

A Mach 7 axisymmetric shock tunnel nozzle contour was designed using a design tool

consisting of a PNS flow solver and a Nelder & Mead gradient-search optimization algo-

rithm, rather than using classical design methods. The design tool was used to optimize

the concave expansion contour of the nozzle for minimal core flow Mach number varia-

tion and flow angularity. As part of the design process, an assessment of the optimization

algorithm was made in terms of its ability to converge to the optimal contour shape for a

initial contour shape that was considerably different to the optimal shape. The assessment

showed that the algorithm was only capable of finding the optimal shape for such an initial

shape by tuning its optimization parameters and increasing the initial step size. However,

the optimization algorithm successfully converged to the optimal shape for a variety of

initial shapes that consisted of simple smooth arcs. Therefore, it was not necessary to start

with an initial contour designed using the MOC/BL technique as has been done in other

studies [120].

The objective function used in the optimization of the nozzle contour was evaluated

using only the Mach number and flow angle across the core flow at the exit plane of the

nozzle. This approach contrasts with other approaches that also include a centre line Mach

number distribution function as part of the objective function [125, 118]. As discussed in
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Section 3.5, a centre line Mach number objective function theoretically is not essential for

effective nozzle optimization. The computational design study presented in this chapter

showed that this was indeed the case, however, special care was required in defining the

edge of the core flow to make the method work effectively. The edge of the core flow

had to be defined so that the optimization algorithm did not try to reduce the size of the

core flow region by over-expanding and re-compressing the flow. This was achieved by

setting the definition of the core flow edge velocity to a value smaller than the lowest

velocity produced in the core flow due to the initial simplex designs. This approach

was applied successfully, however, two sets of optimization problems had to be solved

to get the desired flow uniformity at the exit plane. The calculated flow-field of the final

optimized nozzle contour was shown to have a test core flow angularity of±0.02◦, a Mach

number variation of±0.05% and a Pitot pressure variation of±0.26%.

A sensitivity analysis of the nozzle exit flow quality to the nozzle supply gas stagna-

tion conditions showed that, for a given nozzle contour, the angle of flow divergence at

the nozzle exit plane is a function of the gas ratio of specific heats. The analysis demon-

strated that inaccurate modelling of the thermo-chemistry of the nozzle gas flow may lead

to measurable deviations within the nozzle test flow. Therefore, an assumption of a calori-

cally perfect gas state is not necessarily adequate for nozzle designs requiring high quality

exit flow conditions, particularly for pulse facilities that run at high enthalpies.

The method used to design the axisymmetric nozzle in this chapter required the nozzle

throat diameter and the maximum wall expansion angle to be specified as geometry con-

straints. These geometry constraints were used to define the shape of the convex section

of the nozzle. To facilitate the design of the downstream convex nozzle section, the length

of the nozzle was calculated using an approximation that was based on the MOC philos-

ophy. Although this method was applied successfully in the current study, in hindsight, it

was not the best way to approach the design problem.

A simpler way of designing the nozzle would have been to define the complete nozzle

expansion contour with one B´ezier curve, thereby including the initial expansion as part

of the geometry to be optimized. The initial shape of the contour to be optimized could

be determined by scaling an existing nozzle contour to the specified geometry constraints

of a nozzle throat diameter and nozzle length. An approximate nozzle exit radius would

also have to be specified to define the initial nozzle shape, however, this can be done

with a simple inviscid calculation and an estimate of the boundary layer displacement

thickness (as shown in this study, the convergence success of the optimization algorithm

is reasonably insensitive to the initial nozzle exit radius if the initial shape of the nozzle

contour is chosen wisely). The maximum wall expansion angle (which is predominantly

a function of the specified nozzle length) would then be determined through the solution

of the optimization problem. This approach for applying the design tool to the design of
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nozzles would require a greater amount of computational time since the flow-field for the

convex expansion is included in the design calculations. However, it is simpler than the

method used in the current study and it would result in an optimum length for the nozzle

shape. Also, the method could be easily reversed where the nozzle exit diameter and

nozzle length are specified as geometry constraints, and the nozzle throat is determined

by the design tool.



C H A P T E R 6

Experimental Verification of an Axisymmetric

Shock Tunnel Nozzle

This chapter is concerned with the construction, and Pitot pressure surveys, of the axisym-

metric Mach 7 nozzle that was designed in Chapter 5 for the Small Shock Tube (SST) at

The University of Queensland. The current chapter starts by presenting details of the

nozzle manufacture and assembly, followed by a description of the instrumentation and

data acquisition equipment that were used to perform the nozzle Pitot pressure survey. A

new Helium driver flow condition used for testing the nozzle is discussed in the following

section. Finally, the results of the Pitot pressure surveys are presented, which demonstrate

the quality of the nozzle test flow and verify the method used to design the nozzle.

6.1 Nozzle Manufacture and Assembly

A sectional view of the assembled nozzle is shown in Fig. 6.1. The nozzle assembly was

Figure 6.1: Assembly of Mach 7 axisymmetric nozzle (O-rings and bolts have been removed for
clarity).
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manufactured in four separate parts: the nozzle contraction, initial expansion, concave

expansion, and the throat shell that holds the nozzle together and locates it on the shock

tube. A dump tank end cover was also manufactured to accept the new nozzle and provide

a sliding seal. Detailed drawings for these components are included in Appendix H.

The nozzle assembly is fitted to the shock tube by rolling the dump tank back (left to

right in Fig. 6.1) and then bolting the nozzle to the shock tube at the throat shell. Once

fitted, the dump tank is then rolled forward until the end cover sits up against the shoulder

of the nozzle. Access to the secondary diaphragm is achieved by sliding the contraction

section out of the throat shell when the nozzle block is unbolted from the tube. All mating

surfaces are sealed with O-rings.

The selection of the materials used for each component of the nozzle was based on

the flow conditions through the component, the availability of the material, cost, and

machineability. Table 6.1 lists the materials used. The throat shell and end cover were

Table 6.1: Materials used to manufacture nozzle block and end cover.

Item Material
Contraction 316 Stainless steel
Initial expansion 316 Stainless steel
Concave expansion 2011 T6 Aluminium
Throat shell 316 Stainless steel
Dump tank end cover C-Mn Steel, plated with 5 microns of chrome

manually machined using a conventional lathe as were the exteriors of the other com-

ponents. A numerically controlled (NC) lathe was used to machine all the contoured

surfaces. The maximum axial travel of the NC lathe cutting tool was fixed at 340 mil-

limetres and the maximum cutting diameter was 500 millimetres. An AT clone computer

running POLARIS was used to down-load the cutting tool path into the lathes internal

memory which was limited to 700 points. Each component was machined separately so

700 points could be used to define each contour. This limit was acceptable for the short

nozzle contraction and initial expansion sections, however, the 330 millimetre concave

expansion had a perceptible “waviness” in the final cut surface since the distance between

each cutting point was 0.47 millimetres. The “waviness” was removed with hand finishing

using a fine grade abrasive paper.

Another flaw that occurred in the manufacture of the nozzle was an unwanted flare on

the up-stream lip of the concave expansion. The flare resulted from the force applied to

the acute corner by the NC cutting tool. This flaw was removed by facing off the upstream

mating surface of the concave expansion and then backing it with some scrap which sup-
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ported the corner in the machining process. The nozzle contour was then displaced 1

millimetre upstream to cut out the flare, thereby reducing the length of the throat by 1

millimetre.

After the components were machined, a maximum difference in the diameter of±0.08

millimetres was measured at the connection between the initial expansion and the concave

expansion. This error was thought to be due to the deflection of the 400 millimetre cutter

support. Micol [150] makes the point that disturbances in nozzle test flows can be a result

of misalignment between nozzle sections and suggests a tolerance of±0.025 millimetres

which is less than a third of the tolerance achieved in the manufacturing of the current

nozzle.

When the nozzle was assembled, fitted to the shock tube and tested for leaks under a

vacuum, a leak was identified at the union between the shock tube and the throat section,

which was the result of a design flaw. The nozzle contraction was designed slightly longer

than was required to provide a clamping force when engaged with the shock tunnel spigot

(see Fig. 6.2). This force ensured the internal O-rings sealed effectively. However, the

Figure 6.2: Design flaw in nozzle contraction.

extra length separated the throat shell and shock tube to a point where the O-ring that

seals this section became ineffective. The flaw could not be completely removed from

the nozzle because the design has too many critical dimensions. Different secondary

diaphragms will have different thicknesses and hold the throat shell at varying distances

away from the shock tube. However, the design was corrected for the thickness of the

diaphragm used in the Pitot survey by machining 0.5 millimetres off the length of the

contraction. The nozzle block was well sealed after this modification.

6.2 Instrumentation and data acquisition

The SST is equipped with a Pitot rake mounted on a horizontal sting that is attached to

the back of the dump tank. The Pitot rake can accommodate four Pitot probes spaced 28
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millimetres apart, however, only three Pitot probes were required for the nozzle survey

(see Fig. 6.3). Each Pitot probe contained a PCB piezoelectric pressure transducer (model

No. 112A21) mounted behind a small perforated brass shielding disk to protect it from

diaphragm shrapnel (see Fig. 6.4). Technical specifications for the PCB transducers are

presented in Appendix I. The leads from the pressure transducers were connected to

Figure 6.3: Pitot rake positioned 1 millimetre from the exit plane of the nozzle.

Figure 6.4: Sectional view of a Pitot probe used in the nozzle survey.

a constant current power supply and then to a 4 channel digital oscilloscope (Yokogawa

model 7006 DL12000A) for signal recording. The start of signal recording was triggered

off the incident shock signal from the nozzle supply piezoelectric pressure transducer

mounted on the shock tube wall (see location B in Fig. 6.6). A second oscilloscope was

used to record the signal from the wall mounted heat transfer gauge.

Data signals were recorded at a sampling rate of 2 MHz with 10,000 8-bit samples

being recorded for each channel over a 5 millisecond interval. The signals recorded
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by the oscilloscope were transfered to a 486 IBM-compatible computer for storage and

data analysis via a General Purpose Interface Bus (GPIB) card (National Instruments AT

GPIB/TNT). A LabView script was used to capture the data, display it and save it to disk.

The saved data was then processed with a C program that filtered and averaged selected

data over a nominal test time range.

Prior to performing the nozzle Pitot survey, a calibration of the pressure transducers

was performed with the pressure transducers mounted within the Pitot probes in the rake

as they were during the Pitot survey (see Fig. 6.5). The transducers were calibrated using

a small gas cylinder that was filled with nitrogen to a known pressure. The cylinder was

fitted with a calibrated pressure gauge and an electronic solenoid valve. Extending from

the exit port of the solenoid valve and into the dump tank, was a length of brass tube with

an O-ring sealing arrangement in a recess at the end. The whole apparatus was moved

up to each Pitot probe in turn and the brass tube was sealed against the end of the probe.

The pressurised nitrogen gas was then released from the gas cylinder by actuating the

solenoid valve. The resulting signal from the pressure transducer was recorded on the

digital oscilloscope.

Figure 6.5: Pressure transducer calibration arrangement.

Each transducer was tested at five different pressure levels and three shots were per-

formed at each pressure. Plots of voltage against time for each of the three Pitot transduc-

ers are included in Appendix I, together with the data reduced plots of pressure against

measured voltage. The calibration chart for the pressure gauge fitted to the cylinder is

also included in Appendix I. Lines of best fit were placed through the plots of pressure

versus voltage to determine the transducer sensitivities listed in Table 6.2. Also shown in

the table are the nominal manufacturer sensitivities which are significantly different. A

possible reason for the difference may be that the gauges are sensitive to the mounting
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arrangement. The stagnation pressure transducer was calibrated in earlier experimental

work [18] and the results are also listed in the table.

Table 6.2: Pressure transducer sensitivities.

Gauge Model Serial Sensitivity, kPa/V
Location Number Number Manufacturer’s Present
Pitot 1 112A21 14534 136.9 146.0
Pitot 2 112A21 14535 138.8 147.1
Pitot 3 112A21 14536 132.2 135.1

Stagnation 111A26 7450 689.5 688.4

6.3 Test condition

Shortly after the nozzle design was completed, the small shock tunnel (SST) was up-

graded by making the driver longer and modifying the diaphragm station to allow for a

cleaner primary diaphragm rupture with a piercing rod [46]. During the manufacture of

the nozzle, a new test condition was established for the upgraded facility using the Mach

7 conical nozzle. The new rupture pressure for the 0.6 millimetre aluminium primary

diaphragm was found to be 3.30 MPa (gauge) by simply filling the driver with a known

gas pressure until the diaphragm burst. The test condition driver fill pressure was then

set slightly lower at 3.25 MPa (gauge) so that the piercer could be used to initiate the

shot. An estimation of the shock tube fill pressure for a 3.25 MPa Helium driver was ob-

tained by scaling the shock tube fill pressure for the 4 MPa Helium driver test condition

that was used prior to the facility modifications [18]. The final shock tube fill pressure

was obtained by performing several trial shots, where the pressure was iteratively varied

higher and lower than the scaled pressure to find the optimum tailored condition. The new

condition was established with a Helium fill pressure of 3.25 MPa (gauge) in the driver

section of the tunnel and a Nitrogen fill pressure of 16.5 kPa (absolute) in the shock tube

(see Table 6.3).

To characterise this new condition, the nozzle supply pressure and shock speed were

recorded over several shots. The shock speed and nozzle supply pressure were mea-

sured with the heat transfer gauge and the PCB piezoelectric pressure transducer that are

mounted on the wall of the shock tube. The heat transfer gauge is mounted on the tube

wall 217 millimetres upstream of the pressure transducer which itself is mounted a 68 mil-

limetres upstream of the nozzle contraction (see Fig. 6.6). The measured time between

the arrival of the incident shock between the two transducers was used to calculate the

shock speed. The nozzle supply pressure was approximated by the pressure signal from

the piezoelectric pressure transducer.
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Figure 6.6: Schema of the Small Shock Tunnel facility fitted with the contoured Mach 7 nozzle
showing principle dimensions in millimetres. A wall mounted heat transfer gauge is mounted at
A and a PCB pressure transducer is mounted at B. The pneumatic cylinder and piercer occupy a
volume of approximately 530cc.

Predictions of the quasi-steady gas conditions within the nozzle supply region and

nozzle throat were determined from the results of a one-dimensional simulation of the

shock tube facility. A Lagrangian CFD code (L1D) [103] was used to perform the simu-

lation which has been shown to simulate the gas dynamics of shock tunnels with reason-

ably accuracy [108, 113]. The computational domain of the simulation was based on the

dimensions of the shock tube facility shown in Fig. 6.6. The gas states of the computa-

tional cells that modelled the driver and shock tube were initially set to the fill conditions

listed in Table 6.3. The cells for the nozzle and test section were set to a condition of

room temperature air at an absolute pressure of 400 Pa (3 torr). The nitrogen test gas was

thermodynamically modelled with a vibrational equilibrium model [171], and the helium

driver was modelled with a calorically perfect model as was the low pressure air initially

in the nozzle and test section. The time accurate simulation was initiated at the rupture of

the primary diaphragm and was terminated 4 milliseconds after the rupture. The simula-

tion, containing 1020 cells, was performed on one processor of a SGI Origin 2000 (see

Appendix G) and took 4 hours 38 minutes to complete.

The measured pressure from the nozzle supply pressure transducer was compared with

the calculated pressure at the transducer location to assess the accuracy of the simulation.

The two pressure traces are shown in Fig. 6.7. Good agreement is shown between the two

traces, except for the region just after the reflected shock where the experimental trace

does not reach the same post shock pressure as the simulation. This is a result of the com-

plex shock-reflection process not fully modelled in the calculation [50, 206]. The speed of

the incident shock travelling down the shock tube was extracted from the simulation data

and compared with the experimental shock speed (listed in Table 6.3). The two speeds

differed by only 2.2% (30 m/s) which is less than the experimental measurement error of

2.9%.
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Figure 6.7: Static pressure traces at a point 68 millimetres upstream of the nozzle contraction.
The solid line represents the experimental trace and the dashed line is the calculated pressure (shot
No. 23069801 filtered).

For a short period of time following shock reflection, it is assumed that the gas con-

ditions in the nozzle-supply region are steady, and that, as far as experimental measure-

ments are concerned, the processing of the shock-heated gas occurs as a steady expansion

through the converging-diverging nozzle. The quasi-steady nozzle supply conditions were

approximated as being the simulated conditions at the nozzle supply pressure transducer

location at a time of t = 0.84 milliseconds in Fig. 6.7. The calculated nozzle supply condi-

tion at this time is given in Table 6.3. The nozzle throat condition was then calculated by

first determining the ratio of specific heats for the supply condition and then computing

the isentropic throat density as,

ρ∗ u ρo

(
2

γo + 1

) 1
γo−1

. (6.1)

The throat density and total enthalpy were then used in Eq. 5.9 with a vibrational equi-

librium model [171] to iteratively solve for the throat temperature and the other flow

properties as listed in Table 6.3. Finally, the test section condition was obtained from a

PNS simulation of the optimized nozzle design using the approximated throat conditions

as uniform inflow conditions. The computational grid and solver configuration described

in Section 5.4 was used for this simulation, and the nitrogen gas was assumed to be ther-

modynamically frozen downstream of the throat with a ratio of specific heats equal to

1.355 . The flow quantities listed are the average values within the core flow at the nozzle

exit plane.
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Table 6.3: Summary of the shock tunnel conditions used for nozzle calibration (all pressures are
absolute except for the driver tube which is a gauge pressure).

Test Condition
Driver tube Gas Helium

Fill pressure (MPa± 0.05MPa) 3.25
Fill temperature (K± 2K) 292

Shock tube Gas Nitrogen
Fill pressure (kPa± 0.5kPa) 16.5
Fill temperature (K± 2K) 272
Shock speed (m/s± 40 m/s) 1370

Nozzle supply Pressure (MPa) 2.304
Temperature (K) 1932
Density (kg/m3) 4.02
Enthalpy (MJ/kg) 2.23

Nozzle throat Velocity (m/s) 819
Density (kg/m3) 2.53
Pressure (MPa) 1.254
Temperature (K) 1668

Test section Velocity (m/s) 1979
Density (kg/m3) 0.0094
Pressure (Pa) 586
Temperature (K) 210
Mach number 6.8

6.4 Results of Pitot Pressure Survey

The test flow quality of the manufactured nozzle was assessed by conducting two Pitot

pressure surveys of the flow issuing from the nozzle. One survey was performed 1 mil-

limetre downstream of the nozzle exit plane, and a second at a plane 58.5 millimetres

downstream. The purpose of the second downstream survey was to determine the amount

of divergence in the core flow.

The first survey had the rake positioned with the upstream ends of Pitot probes 1

millimetre downstream of the nozzle exit plane. A complete survey across the exit flow

of the nozzle was compiled from an ensemble of 11 shots, where the rake was moved in

the cross-stream direction in increments of 3 millimetres between shots. A typical Pitot

pressure transducer signal and supply pressure signal are shown in Fig. 6.8, where time

t = 0.0 represents the passage of the initial shock past the wall mounted supply pressure

transducer in the shock tube. The supply and Pitot pressure signals shown in this figure

were filtered using a moving average filter with a half-width of 10 data points (or 5µsec

half-width).
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Figure 6.8: Wall pressure history in the nozzle supply region and Pitot pressure history at the 1
millimetre nozzle exit plane (shot 24069804 filtered).

The discrete Pitot pressure values presented in the Pitot survey plots, were obtained

by averaging each Pitot pressure signal over a test period from time t = 0.8 ms to t =

1.4 ms (see Fig. 6.8). The nozzle starting waves had clearly passed through the test exit

plane by t = 0.8 ms and the pressure level is seen to slightly decrease after time t = 1.4

ms. The upstream Pitot survey is shown in Fig. 6.9, where the bars indicate the standard

deviation of the unfiltered pressure signal during the test period. Shown also are the Pitot

pressure values normalized by the average nozzle supply pressure over the same length of

time, but 0.25 milliseconds earlier. The radial positions where there are two data points

indicates that a repeat shot was made in this position with the PCB pressure transducers

swapped around in the rake. The average Pitot pressure across a core flow region of±25

millimetres is 33.5 kPa with a standard deviation of±1.6%. The Pitot pressure signals

showed a large amount of noise as indicated by the bars in Fig. 6.9. The average of

the standard deviation of noise in the core flow region was± 10.4% of the measured

Pitot pressure. This noise level is far greater than the standard deviation in average Pitot

pressure across the core flow which was±1.6%. Despite the quality of the signals, it

is clear that there are no large disturbances in the core flow and the flow is reasonably

symmetrical about the centre-line of the nozzle.

A large part of the variation in Pitot pressure during the test time appeared to be caused

by oscillations at a distinct frequency. The dominant frequency seen in the majority of

the Pitot traces was∼ 31 kHz. A similar result occurred in earlier nozzle calibrations

of the Mach 7 conical nozzle [237] where the dominant frequency of the noise was ap-
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Figure 6.9: (a) Measured Pitot pressures and (b) normalized Pitot pressures across the exit plane
of the nozzle 1mm downstream. Bars indicate the standard deviation of the unfiltered pressure
signal during the sampling time.

proximately 37 kHz. The same Pitot rake was used in the conical nozzle survey with

different PCB pressure transducers of the same model. One possible explanation for the

noise could be aerodynamic resonance. Each Pitot probe has a forward facing cavity that

may resonate due to small disturbances in the flow thus amplifying the disturbance [60].

It is expected that the free-stream flow is smoother than indicated by this experimental

data.

The second Pitot survey was performed at a location 58.5 millimetres downstream of

the nozzle exit plane. The measurement and analysis procedure used for the upstream

survey was also used for the downstream survey. The resulting Pitot profile for the down-

stream survey is shown in Fig. 6.10. A prominent feature of the Pitot pressure profile

are the peaks occurring at the edge of the core flow. An analysis of the Pitot pressure

signal traces revealed that these peaks are only present in the flow over a limited time

period not long after flow starting. The time period is shown on the filtered signal trace

in Fig. 6.11 for a Pitot probe positioned at the centre of the left peak. Similar traces were

also observed for all the Pitot pressure signals within the peak regions. The peaks appear

approximately 0.95 milliseconds after the passage of the initial shock and then dissipate

by 1.4 milliseconds. Since the sampled time period for the Pitot survey (0.8 to 1.4 msec)

contains this entire time period, the peaks are quite visible in the Pitot surveys. The reason
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Figure 6.10: (a) Measured Pitot pressures and (b) normalized Pitot pressures across the exit plane
of the nozzle 58.5mm downstream. Bars indicate the standard deviation of the unfiltered pressure
signal during the sampling time.
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Figure 6.11: Pitot trace of probe at the centre of the left peak. The time that the peak remains a
dominant feature of the survey is marked by the dashed lines (shot 07079801 filtered).

for their existence was thought to be due to unsteady test section wave interaction caused

by the relatively high static pressure within the test section and dump tank prior to the

shot (400 Pa or 3 torr)1.

In order to investigate this theory, a transient, axisymmetric flow calculation of the

nozzle starting process and test flow development was performed using a time-dependent

Navier-Stokes flow integrator [110] (calculation performed by P.A. Jacobs). The simula-
1Typical test section and dump tank pressures used for the larger T4 reflected shock tunnel at The

University of Queensland are approximately 0.5 torr.
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tion domain included a downstream section of the shock-tube, the nozzle, and the test-

section. The inflow condition at the upstream plane of the modelled shock tube section

was the estimated flow condition behind the incident shock. Turbulent boundary layer

growth was modelled along the walls using the Baldwin & Lomax algebraic eddy vis-

cosity model [20], and the gas was assumed to behave as calorically perfect nitrogen and

air. The initial quiescent gas states within the shock tube and nozzle/test-section were the

same as the gas states used in the actual flow experiments and are shown in Table 6.4.

The temperature contours for the flow solutions at times 0.8, 1.1, 1.2 and 1.5 milliseconds

Table 6.4: Initial gas conditions used in the time accurate simulation of the SST with the contoured
Mach 7 nozzle.

Gas ρ (kg/m3) u (m/s) p (kPa) T (K)
Post shock N2 0.8621 1130.0 320.1 1250
Shock tube N2 0.1865 0.0 16.5 298
Nozzle/test-section Air 0.0047 0.0 0.4 298

after the passage of the initial shock past the location of the wall mounted supply pressure

transducer in the shock tube (location B in Fig. 6.6) are shown in Fig. 6.12. The 0.8 and

1.5 millisecond flow solutions show the structure of the flow before and after the peaks in

the downstream Pitot profile occur, and the 1.1 and 1.2 millisecond flow solutions show

the structure of the flow during the occurrence of the peaks. The converging waves across

the downstream area of the test flow in the 1.1 and 1.2 millisecond frames were thought

to result in the peaks seen in the downstream Pitot pressure profile. The wave structure

around the free jet issuing from the nozzle seems to cause these converging waves. By re-

ducing the quiescent static pressure within the test section and nozzle prior to the shot, the

effects of this wave structure may be reduced. However, this idea is speculative and needs

to be confirmed with further flow experiments and transient flow calculations, which were

not performed in the course of this study.

The idea of reducing the initial static pressure to eliminate the downstream test flow

disturbances is supported by the results of a Pitot pressure survey for the 20 Inch, Mach

6, CF4 Tunnel at the NASA Langley Hypersonic Facilities Complex [152]. The 20 Inch

Mach 6 tunnel is a lead-bath-heated, intermittent blow-down facility, fitted with a con-

toured, axisymmetric Mach 6 nozzle. The maximum run time for the tunnel is 30 seconds.

The survey results reported by Miller [152] show the Pitot pressure profile in the cross-

stream direction at a location 6 inches (or 152 millimetres) downstream of the nozzle exit

plane. Two profiles are shown for the Pitot pressure at this location. One is for a time of 6

seconds after the initiation of the test flow, and the other is for a time of 11 seconds after

the initiation of the test flow. The profile at 6 seconds is clean and uniform, however, at



184 Experimental Verification of an Axisymmetric Shock Tunnel Nozzle

t = 0.8 msec

t = 1.1 msec

t = 1.2 msec

t = 1.5 msec

Figure 6.12: Temperature contours from a time-accurate simulation of the Small Shock Tube
fitted with the axisymmetric, contoured Mach 7 nozzle. Time, t, is the approximate time in mil-
liseconds after the passage of the initial shock past the supply pressure transducer (calculation by
P. A. Jacobs).
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11 seconds, two spikes appear in the profile at the outer edges of the core flow. The 11

second profile is very similar to the profile shown in Fig. 6.10. The spikes in the 20 Inch

Mach 6 tunnel exit flow were attributable to the increasing pressure within the test section

over time.

Despite the peaks in the downstream nozzle Pitot profile, the average Pitot pressure

in the core flow could still be compared with the upstream value to get some idea of the

amount of flow convergence/divergence. The average downstream Pitot pressure within

a±20 millimetre test core was 34.4 kPa with a standard deviation of±2%. The down-

stream average is 2.7% higher than the upstream average, which suggests that the flow is

converging. An estimate of the flow convergence angle at the outer edge of the core flow

can be obtained by a simple quasi-one-dimensional analysis, where the flow is assumed

to undergo a conical compression from the nozzle exit plane. From this analysis, the max-

imum flow angle for the core flow at the exit plane of the nozzle was estimated as being

0.35◦ towards the nozzle centre line.

A comparison of the experimental Pitot pressure survey results at the nozzle exit plane

was made with the nozzle exit plane Pitot pressure estimated by the computational results

of Section 6.3. The computational Pitot pressure was calculated using the “Rayleigh Pitot

tube formula” [10] and the calculated exit plane velocity and density. The formula is

shown in Eq. 6.2 and equates to0.92ρu2 for a Mach number of 6.5 andγ of 1.355 .

ppitot = ρu2

{[
(γ + 1)2M2

∞
4γM2∞ − 2(γ − 1)

] γ
γ−1
[
1− γ + 2γM2

∞
γ + 1

]
− 1

}
(6.2)

The computational and measured Pitot pressure at the exit plane of the nozzle is shown

in Fig. 6.13. Also shown on this figure is the calculated Pitot pressure distribution for
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Figure 6.13: Experimental Pitot pressure (circles) and the calculated Pitot pressure with (solid
line) and without (dashed line) a turbulent wall condition. The bars indicate one standard deviation
of the experimental signal noise.
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a nozzle simulation where the boundary layer is assumed to be completely laminar (the

details of the laminar boundary layer simulation were the same as the turbulent boundary

layer simulation, except for the exclusion of the turbulence model). The experimental

Pitot pressure compares more favourably with the results of the turbulent flow simulation,

and indicates that the assumption of turbulent boundary layer growth along the nozzle

wall (made in Section 5.2.3) is valid.

The performance of the Mach 7 nozzle can be compared with a similar Mach 10 noz-

zle designed for the T4 free piston shock tube [114]. The Mach 10 nozzle was designed

using the MOC/BL technique which, as discussed in Section 1.2, assumes that the bound-

ary layer and core flow are uncoupled. A comparison of the experimental Pitot pressure

profiles for the nozzles can be made by scaling a normalized Pitot pressure profile for

the Mach 10 nozzle, to the mean normalized Pitot pressure level of the Mach 7 nozzle.

The radii of the two nozzles can also be normalized by the respective nozzle exit radii,

ymax. The comparison is shown in Fig. 6.14. The Pitot pressure profile for the Mach
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Figure 6.14: Comparison of the Pitot pressure normalized by nozzle supply pressure for the opti-
mized Mach 7 nozzle and the T4 Mach 10 nozzle.

10 nozzle was obtained from a high stagnation pressure shot (40 MPa) and it is, there-

fore, a representation of the highest quality test flow the nozzle can produce [114]. The

Mach 7 Pitot pressure profile is significantly more uniform across the core flow region,

which suggests that the optimization nozzle design technique is an improvement over the

MOC/BL technique.

6.5 Summary

The nozzle contour designed in Chapter 5 using the design tool presented in Chapters 2

& 3, was used to construct a nozzle for a small reflected shock tunnel at The University

of Queensland. The test flow issuing from this nozzle was then assessed by perform-

ing Pitot pressure surveys to confirm the effectiveness of the design method. The Pitot
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pressure survey across the exit plane of the nozzle showed that the standard deviation in

Pitot pressure of the core flow was approximately 1.6%, which is significantly higher than

estimated by the design calculations (0.05%), but still very good. It was suspected that

the uniformity of the nozzle flow may be better than indicated by the experimental mea-

surements because of the large amount of noise in the Pitot pressure signals. A possible

source of the noise was suggested as being an acoustic oscillation within the Pitot probe

cavity.

The maximum flow angularity of the exit core flow was estimated as being 0.35◦

using the results of a second Pitot pressure survey at an axial location 58.5 millimetres

downstream of the nozzle exit plane. The downstream Pitot survey showed two distinct

“humps” in the Pitot pressure profile at the edges of the core flow. A time accurate simu-

lation of the unsteady nozzle starting process and the development of the test flow within

the test section, showed that these humps were possibly due to unsteady test section wave

interaction caused by the relatively high static pressure within the test section and dump

tank prior to the shot.





C H A P T E R 7

Design of a Shock Tunnel Nozzle with a Square

Cross-Section

The use of square (or rectangular) cross-section nozzles to expand the test flow in wind

tunnels is an attractive alternative to using axisymmetric nozzles because square cross-

section nozzles do not have the same focusing characteristics that can magnify wall dis-

turbances. Axisymmetric nozzles tend to focus any wall disturbance to the nozzle centre

line. In contrast, square cross-section nozzles distribute wall disturbances laterally along

lines parallel to the walls rather than being focused to a point (see Fig. 7.1). Subsequently,

(a) (b)

Figure 7.1: Focusing of a wall disturbance in an (a) axisymmetric and (b) square cross-section
nozzle.

square cross-section nozzles are often favoured for long nozzles that are built in sections

(e.g. the 31 Inch Mach 10 wind tunnel at NASA Langley [150]) . Core flow distur-

bances resulting from imprecise mating of sections, boundary layer transition, or other

wall anomalies are not as pronounced at the exit plane of square cross-section nozzles

compared to axisymmetric nozzles. Another benefit of square cross-section nozzles is the

ease of inserting windows (into their flat walls) for optical diagnostics.

Despite these benefits, it is not common to see shock tunnel nozzles designed with

square or rectangular cross-sections. One rectangular cross-section nozzle was designed

and built for the T4 facility at The University of Queensland in 1989, however, the per-

formance was poor. The nozzle was designed using the method of characteristics and a

boundary layer correction, and included a boundary-layer bleed to control the mid-wall

separation of the boundary layer.
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In this chapter, a computational design study is carried out using the design tool dis-

cussed in Chapters 2 & 3, to ascertain (i) the feasibility of a Mach 7 square cross-section

nozzle for the Small Shock Tunnel pulse facility (see Section 5.1 for a description of this

facility), and (ii) the effectiveness of the computational design tool for designing square

cross-section nozzles. The study consists of designing three square cross-section noz-

zles of varying length, and assessing the quality of the flow issuing from the exit planes.

The design tool used for the design of the nozzles incorporated the three-dimensional

implementation ofsm3d, which is capable of modelling cross-flow separation and com-

plex inviscid-viscous three-dimensional interactions. These effects are typically ignored

in square cross-section nozzle design techniques based on the method of characteristics

[62, 24, 78, 90, 221].

7.1 Review of Square Cross-Section Nozzle Design

In the past, square cross-section supersonic and hypersonic wind tunnel nozzles have

been designed using an extension of the method of characteristics/boundary layer cor-

rection (MOC/BL) technique [62, 24, 78]. The method involved determining an inviscid

nozzle wall surface and then correcting it for viscous effects with the addition of a local

boundary layer displacement thickness. The inviscid wall contour is determined by first

calculating an axisymmetric nozzle wall contour that produces uniform parallel test flow

expanded to the desired Mach number using the method of characteristics. Streamlines

that intersect the desired cross-sectional exit shape are then traced back upstream through

the axisymmetric flow-field from the nozzle exit plane. The three-dimensional surface

formed from these streamlines gives the desired inviscid nozzle shape, which is then cor-

rected for boundary layer growth. The cross-sectional shape of the inviscid surface at all

axial locations, except at the throat, deviates slightly from the prescribed shape at the exit

plane of the nozzle. If the flow at the nozzle throat is uniform, then the cross-sectional

shape at the throat is the same as the shape at the exit plane.

One of the earliest three-dimensional square cross-section nozzles designed using the

method described above was the Mach 9.6 nozzle [24] for the 11 Inch Hypersonic Tunnel

at NASA Langley. The surface of the nozzle was machined with the bowed cross-sections

resulting from streamline tracing, and the inviscid contour was corrected for viscous ef-

fects by adding an average displacement thickness for a given cross-section. Surveys of

the nozzle exit flow showed a uniform test core of 4 inches by 4 inches with a maxi-

mum variation in Mach number of 1.5% [2]. The manufacture of square cross-section

nozzles was simplified in later applications of the design technique by making all the

cross-sections square. This simplification was applied to the design of a Mach 10 nozzle

for the 31 Inch wind tunnel at NASA Langley [90] and the Mach 4.7 and Mach 6 square
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cross-section nozzles for the NASA Langley arc-heated scramjet test facility [221]. Flow

surveys of these nozzles [151, 152, 221] have shown that the exit core flow is very uni-

form, where the variation in core flow Mach number for the Mach 4.7 and Mach 6 nozzles

is approximately 2%, and for the Mach 10 nozzle less than 1%.

The flow surveys of the these square cross-section nozzles have also shown that there

are large regions of separated boundary layer flow on the side walls of the nozzles. The

31 Inch Mach 10 nozzle and the Mach 6 nozzle for the scramjet test facility both pro-

duce very good test flows. However, the boundary layer developed along the side walls is

separated at the exit plane and large pairs of counter-rotating vortices are present within

the separated boundary layer, limiting the size of the test core. The vortices, with their

cores aligned with the axial direction, are a result of three-dimensional cross-flow effects

on the walls of the nozzle that are not modelled in the axisymmetric flow-field stream-

line tracing design method. Cross-flow occurs in square nozzles and on the flat side walls

of two-dimensional nozzles (rectangular section), where a pressure gradient is established

due to the uneven expansion between the corner and the centre-plane. In contoured square

cross-section nozzles, where there is an initial convex expansion followed by a straight-

ening concave expansion, there is an initial span-wise movement of the boundary layer

flow towards the corners, then a reversal towards the mid-points of the wall as the corner

static pressure increases after the wall contour inflection point. The span-wise movement

of the boundary layer flow results in collisions of flow at the corners and at the wall mid-

points. If the span-wise velocity is great enough, the colliding flow streams may cause

the boundary layer to become separated, and pairs of counter-rotating vortices may form

at the nozzle corners or wall mid-points [168].

Despite the presence of the large regions of separated boundary layers at the exit

planes of the square cross-section nozzles discussed, the nozzles are recognised as being

capable of producing test flow of high quality. This is a curious result given the highly

three-dimensional nature of the exit flow and the simple axisymmetric flow-field stream-

line tracing method used to design the nozzles. A possible explanation for this result is

that the effects of cross-stream separation on core flow quality are minimised by length-

ening the nozzle. For a given exit flow Mach number, a longer nozzle will have a smaller

wall-curvature. A smaller wall-curvature will then reduce the magnitude of the side wall

pressure gradient that causes boundary layer separation. Also, the cross-stream pressure

distribution at every axial location will become more uniform. The square cross-section

nozzle flow static pressure distribution then becomes more like the axisymmetric nozzle

flow. Hence, the axisymmetric design method becomes more accurate as the nozzle length

is increased. This reasoning will be investigated in this chapter.

All of the square cross-section nozzles discussed above are in use (to the author’s

knowledge) on intermittent and continuous flow wind tunnels. Therefore, the nozzle
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starting process is not a major concern, and the nozzle can be made long without sig-

nificantly reducing the test time. However, the increased nozzle starting time associated

with long nozzles becomes significant in pulse flow wind tunnels, where the test time is of

the same order as the nozzle starting time [106]. Therefore, shorter nozzles are favoured

with larger wall expansion angles [199, 115]. However, the discussion above suggests

that the traditional methods used for designing square cross-section nozzles may not be

suitable for short square cross-section nozzles because of the increased three-dimensional

nature of the flow as the nozzle length is reduced. This chapter explores the feasibility

of using a three-dimensional flow solver and an optimization algorithm to design square

cross-section nozzles for pulse flow wind tunnels.

7.2 The Computational Configuration

Three square cross-section nozzles of varying length were designed for use in the Small

Shock Tunnel facility (see Section 5.1). The shapes of the nozzle expansion contours were

optimized for minimum core flow Mach number deviation from the design Mach number,

and minimum core flow angularity at the nozzle exit planes. The design goals for the

square cross-section nozzle core flows were (i) an exit Mach number of 7 with a variation

of Mach number across the inviscid core at the exit plane of less than 0.01 (or 0.14 %),

and (ii) a variation of flow angularity less than 0.016 degrees (∼ 1 arc minute). These are

the same goals used for the axisymmetric nozzle design in Section 5.2. Again, it should

be emphasised that these design goals are “ideal” goals and are set high to improve the

convergence of the optimization search algorithm; flow variations of this magnitude could

not be measured in the facility.

Since the cross-section of square cross-section nozzles is bilaterally symmetric, only

one quarter of each of the three nozzles was modelled. Each quarter section of the nozzles

was defined as a continuous duct from the nozzle throat to the exit plane with four B´ezier

curves defining the edges of the nozzle box-section (see the grid bounding box in the

middle of Fig. 2.14). One of the B´ezier curve edges was defined as a straight line that was

mapped to thex-axis. The other three B´ezier curves defined the contoured walls of the

nozzle, and the control points for these B´ezier curves were used to define the optimization

design variables.

The initial shapes for the three square cross-section nozzles were based on the op-

timized axisymmetric Mach 7 nozzle design discussed in Chapter 5. One of the initial

square cross-section nozzle designs had the same length as the as the optimized axisym-

metric nozzle (nominal length), and the other two nozzles had lengths that were half

and double the length of the axisymmetric nozzle. The resulting lengths for the short,

nominal and long nozzles were 185.5, 371 and 742 millimetres respectively. Each square
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cross-section nozzle shape was defined with B´ezier curves consisting of 10 control points.

The axial distribution of these control points for the nominal length nozzle is shown in

Fig. 7.2. The axial coordinates correspond to the coordinates of the control points for
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Figure 7.2: Definition of the wall contour for the nominal square cross-section nozzle .

the upstream and downstream B´ezier curves defining the wall contour of the axisymmet-

ric nozzle design (see sheet 4 and 6 of Appendix H). The initial y/z coordinates of the

square cross-section B´ezier control points were set to the radial coordinates used for the

optimized axisymmetric nozzle.

The optimization problem was configured so that the position of the first three up-

stream Bézier points remained fixed and the radial position of the seven other B´ezier

control points were determined by the optimization algorithm. The coordinates of the

control points were defined by the optimization design variables which were equal to the

radial distance between consecutive B´ezier control points as given by the following list:

dv[0] = Y3 − 4.68

dv[1] = Y4 − Y3

dv[2] = Y5 − Y4

dv[3] = Y6 − Y5 (7.1)

dv[4] = Y7 − Y6

dv[5] = Y8 − Y7

dv[6] = Y9 − Y8

The objective function used for the square cross-section nozzle optimization, defined

the variation of Mach number and flow angle along a line across the exit plane, parallel to

thez-axis, extending from the centre of the nozzle to the edge of the core flow. The edge

of the core flow was defined as the position along the sample line where the axial velocity

component was equal to 99% of the centre line velocity (approximate edge of boundary

layer). All of the computational cells along this line were used to evaluate the objective
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function which was defined as,

Obj(dv) = (fθ + fM)2 . (7.2)

The two functions defining the variation in flow angle,θ, and the distribution in Mach

number, were

fθ =
φ2

θ

N

N∑
j=1

(uz,j/ux,j)
2

(7.3)

fM =
φ2

M

N

N∑
j=1

(Mx,j −Mdesign)
2

whereN denotes the number of cells coinciding with the sample line.

Two weighting parameters,φθ andφM , were used to scale the functionsfθ andfM so

that both functions evaluate to 1 or less if all of the cells within the core flow along the

sample line satisfy the respective design goals. The weighting parameters are equal to the

inverse of the design goals (or tolerances) such that,

φθ = 1
tan(0.016)

= 3.58× 103

(7.4)

φM = 1
0.01 = 102

Each of the three initial nozzle shapes were optimized using the Nelder-Mead simplex

optimization algorithm [159] (see Chapter 3). The initial perturbations of the design

variables that form the initial simplex at the start of the optimization algorithm were set to

1 millimetre for the first three design variables, and 2 millimetres for the remaining four

design variables (see Eq. 7.1 for design variables). No constraints were placed on the

design variables and no penalty functions were imposed on the objective function.

The flow data that was used to evaluate the objective function for a particular de-

sign was obtained from a flow solution calculated using thesm3dflow solver. A three-

dimensional adaptation of Baldwin & Lomax’s turbulence model (see Section 2.9) was

used to model the development of turbulent boundary layers along the nozzle walls from

the nozzle throat. The inflow conditions at the nozzle throat were the same uniform inflow

conditions used for the axisymmetric nozzle design calculations. These throat conditions

were presented in Table 5.1.

The computational grids for each of the three square cross-section nozzles were com-

posed of 20 cells in they direction, 20 cells in thez direction and 1000 cells in the axial



7.3 Optimization Results 195

direction for the short and nominal nozzles (2000 cells for the long nozzle). The cross-

stream cells were equally clustered towards the nozzle walls and the symmetry planes

using an exponential stretching function parameter of 1.05 (Eq. 2.105 was used for the

clustering). Along the nozzle axis, cells were clustered towards the throat using an ex-

ponential stretching function parameter of 2.5 . It was recognised that a cross-stream

discretization of 20 by 20 cells would result in a poor resolution of the boundary layer

development, however, the computational time required to compute a flow solution for a

higher grid resolution would have made the solution time for the optimization problem

impractical. If a grid of 80× 80× 4000 was used to discretize the computational domain

for the short nozzle, it was estimated that the optimization algorithm would take on the

order of 140 days to converge to an optimal design solution using one processor of the

SGI Origin (based on the results for the short square cross-section nozzle presented in

the following section). This is not a practical design problem to solve using the current

computational resources available at The University of Queensland.

The computational boundary conditions for the surfaces of the computational domain

representing the nozzle wall were set to a no-slip isothermal condition at a temperature

of 296 K. The remaining side surfaces were used as symmetry planes and the boundary

conditions on these surfaces were set to reflective slip walls. A calorically perfect nitrogen

model was used to model the thermodynamic behaviour of the test gas, and the flow was

assumed to be chemically frozen. The numerical stability of the flow calculations was

maintained with a CFL number of 0.3 and the computational convergence criteria for

each marching slice was set as a maximum change in cell density of 0.01% between time

steps.

7.3 Optimization Results

The results of the three optimization problems are given in Table 7.1 where the CPU

times are quoted for a single R10000 processor on a SGI Origin 2000 (see Appendix

G). The optimization algorithm was terminated for each case when the variance of the

Table 7.1: Optimization results of the three square cross-section nozzle designs.

Nozzle Number of CPU time Objective
iterations hours Initial Optimized

Short 189 54 3.211× 109 155331
Nominal 190 72 8.600× 106 309

Long 134 88 1.385× 105 1.2
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simplex objective function values fell below 0.1 (see Eq. 3.1). The optimization of the

long, square cross-section nozzle was the only case where the objective function for the

optimum nozzle shape evaluated to a value below 2, which indicated that some of the core

flow cells had achieved the design goals. However, the maximum wall slope of the long

nozzle was only 5.7◦, compared to the maximum wall slopes of 16.3◦ for the short nozzle

and 10.9◦ for the nominal length nozzle. The small wall angle of the long nozzle is not

a favourable design quality for pulse facility nozzles because a nozzle with a small wall

angle requires a longer time to establish a steady test flow, thus reducing the test time (see

Section 5.1). A more desirable maximum wall expansion angle for pulse facility nozzles

has been suggested as being within the range of 10 to 15 degrees [199, 241, 115, 125],

which would put the optimum nozzle length somewhere between the lengths of the short

and nominal nozzles.

The coordinates for the control points of the B´ezier curves which define the edges

of the initial and optimized square cross-section nozzle shapes are presented in Table 7.2.

The corresponding axial coordinates of the control points for each of the three nozzles can

Table 7.2: Coordinates of the control points defining the B´ezier curves for the initial and opti-
mized square cross-section nozzle shapes (coordinates in millimetres).

Control X̂ Initial y/z Optimizedy/z
point Short Nominal Long
p0 0.0000 3.50 3.50 3.50 3.50
p1 0.0135 3.50 3.50 3.50 3.50
p2 0.0270 4.48 4.68 4.68 4.68
p3 0.1105 12.00 9.91 9.42 10.70
p4 0.1644 16.72 11.22 14.73 15.39
p5 0.2722 25.92 18.57 23.79 23.65
p6 0.4340 33.75 23.35 30.62 33.37
p7 0.6092 37.29 27.35 34.59 39.72
p8 0.7978 41.01 28.89 39.51 40.08
p9 1.0000 41.80 33.39 42.54 45.16

be determined from the parametric coordinateX̂, whereX̂ = x/L and L is the total length

of each nozzle (see Section 7.2 for lengths). The control point coordinates can be used

in the Bézier polynomial equation, Eq. 2.103, to determine the nozzle edge coordinates.

Figure 7.3 shows the nozzle edge profiles for the initial and optimized nozzle designs. As

would be expected, the side wall length at the exit plane of each nozzle increases with

nozzle length to accommodate the growth of the boundary layer.

The profiles of the optimized nozzle designs are also shown in Fig. 7.4, where the

axial and side wall lengths of all the designs have been normalized by the axial and max-
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Figure 7.3: Wall profiles for the initial and optimized square cross-section nozzle shapes.

imum side wall length of the optimized short nozzle design. This figure shows that the

normalized shapes of all the optimized nozzle designs are very similar, however, the op-

timized shape approaches the initial shape as the nozzle is lengthened. Since the initial
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Figure 7.4: Wall profiles of the optimized square cross-section nozzle shapes normalized by the
length and maximum radius of the optimized short nozzle design.
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nozzle designs are based on an optimized axisymmetric nozzle design, this result sug-

gests that the optimum square cross-section nozzle shape becomes less sensitive to the

three-dimensional nature of the flow as the nozzle is lengthened.

An analysis of the flow generated by the optimized designs was undertaken by first

performing a high resolution flow calculation for each of the optimized nozzle shapes.

The high resolution computational domain for each of the square cross-section nozzles

was discretized into 80× 80 cells in the cross-flow plane, and these cells were clustered

equally to each wall and symmetry planes using a clustering parameter of 1.1. The do-

mains for the short length nozzle and the nominal length nozzle were both discretized

with 4000 cells axially, and the long nozzle was discretized with 8000 cells. A clustering

parameter of 2.5 was also used to axially cluster the cells towards the nozzle throat. The

other computational settings for the flow simulation were the same as those used in the

flow solver for the low resolution optimization flow calculations. The high resolution flow

solutions for the optimized short, nominal and long nozzle designs required 35.2, 37.3 and

77.3 CPU hours respectively to run to completion using one processor of the SGI Origin

2000.

The Mach contours of the flow solutions at the exit planes of the three optimized

square cross-section nozzles are shown in Fig. 7.5. The distinguishing flow features in
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Figure 7.5: Computed Mach contours at the exit plane of the optimized square cross-section noz-
zles. The flow solutions were calculated using high resolution grids. The Mach contours range
from 0.15 to 7.30 in 0.15 steps.

common with all of the nozzle exit flows are the separated boundary layers at the mid-

points of the nozzle walls. Separation at the mid-points of the walls in square cross-section

nozzles has also been observed experimentally in the Mach 6 square cross-section nozzle

for the NASA Langley arc-heated scramjet test facility [221], and in the Mach 10 nozzle

for the 31 Inch wind tunnel at NASA Langley [151]. However, there is some evidence

that suggests the tendency for boundary layer separation at the wall midline is reduced as
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the Mach number or expansion ratio of the nozzle is reduced. The flow-field survey of

the Mach 4.7 square cross-section nozzle for the NASA Langley arc-heated scramjet test

facility [221] only showed a slight thickening of the boundary layer around the mid-points

of the walls at the exit plane. Also, a computational study of a Mach 2.4 slow-expansion

square cross-section nozzle did not show any boundary layer separation at the wall mid-

points [135].

Another feature shown in the Mach number contour plots, is boundary layer separation

at the corners of the nominal length nozzle. As stated earlier, the separation at the corners

of the nozzle is a result of the boundary layer separating in the early part of the expansion

where the cross-stream flow direction of the boundary layer is towards the corners. This

flow feature has also been observed in other computational studies of square cross-section

nozzles [168, 135], particularly where the expansion rate in the early part of the nozzle is

slow.

The reason why the nominal length nozzle exhibits boundary layer separation at the

nozzle corners and the other designs do not, can be determined by examining the wall

pressure gradients. Figure 7.6(a) shows how the cross-stream wall pressure gradient varies

with length for all three nozzles. The pressure gradient was calculated by taking the ratio
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Figure 7.6: (a) Average normalized wall pressure gradient across half the side walls of the opti-
mized square cross-section nozzles and (b) optimized nozzles wall slope versus axial distance.

of the difference in static pressure at the nozzle corner and wall midline, and the cross-

stream distance from the corner to the wall midline. This ratio was then normalized by

the average of the corner and midline static pressures. A positive pressure gradient indi-

cates that the static pressure at the nozzle corner is greater than the static pressure at the
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wall mid-point. The negative pressure gradient that is responsible for the boundary layer

separation at the corners of the nozzle, is seen to be higher over a larger axial distance

for the nominal length nozzle compared to the other two nozzles. The tendency for the

negative pressure gradient to cause boundary layer separation increases moving further

downstream where the boundary layer has thickened, since there is a greater amount of

low momentum fluid for the pressure gradient to act on. Therefore, the nominal length

nozzle has a greater tendency to produce corner-separated flow.

Figure 7.6(b) shows the variation of wall slope as a function of axial distance for all

three optimized nozzle shapes. An interesting feature of the optimized short nozzle is the

flaring out of the last section of the nozzle. It is assumed that the optimizer has done this

in an effort to minimise the pressure gradient across the walls at the exit plane and make

the exit flow more uniform. The result of the flaring can be seen in the top part of Fig.

7.6 where there is a rapid drop in wall pressure gradient in the last 75 millimetres of the

nozzle.

The magnitude of the wall pressure gradient, which is a function of wall slope or

expansion rate, has a large effect on the magnitude of the vorticity associated with the

exit flow boundary layers. A short, rapidly expanding nozzle develops a large pressure

gradient on the nozzle walls which turns the flow more rapidly once it is entrained in the

boundary layers. The effect of the wall pressure gradient can be seen in Fig. 7.7, which

shows the cross-stream velocity vectors (i.e. onlyy andz velocity components) at the exit

plane of each of the optimized nozzles. The short nozzle velocity vectors near the wall,
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Figure 7.7: Cross-stream velocity vectors across the exit plane of the optimized square cross-
section nozzles (every fourth vector is shown).

generally have a larger magnitude than the vectors for the other nozzles. They also appear

to turn more rapidly either side of the wall mid-point in comparison to the velocity vectors

associated with the longer nozzle shapes. To confirm this observation, the cross-stream

vorticity of the flow across the nozzle exit planes was calculated, and the maximum axial
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vorticity levels were identified. The axial vorticity component,ωx, was calculated using,

ωx =
∂uy

∂z
− ∂uz

∂y
. (7.5)

For each of the nozzles, the locations of peak vorticity levels were very close to the nozzle

walls either side of the wall mid-points. The peak vorticity values are shown in Table 7.3,

along with the maximum nozzle expansion angles and the maximum transverse velocities

at the nozzle exit planes. The short square cross-section nozzle clearly has a greater

Table 7.3: The maximum computed axial vorticity at the exit planes of the optimized square
cross-section nozzle designs.

Nozzle Maximum Maximum transverseu Maximum
wall angle m/s % ofuaxial max. vorticity, s−1

Short 16.2◦ 263 12.9 540×103

Nominal 10.8◦ 178 8.7 296×103

Long 5.7◦ 84 4.1 67×103

maximum axial vorticity and maximum transverse velocity than the longer nozzles. This

increase appears to be a result of the greater wall slope, which in turn increases the wall

cross-stream pressure gradient as noted previously.

A square cross-section nozzle that develops a high level of known vorticity within the

boundary layer and a uniform test core, may be beneficial for “direct connect” scramjet

experiments where the nozzle exit flow is fed directly into the scramjet combustor. The

ingestion of the non-uniform nozzle wall flow into a scramjet combustor, could simulate

the ingestion of the non-uniform flow generated by the vehicle forebody which is an in-

herent part of the design. Testing could also be carried out by ingesting the more uniform

central core flow of the nozzle to infer the relative importance of the non-uniform flow in

engine testing [221]. Therefore, there may be some benefit in having a short nozzle if the

nozzle can be designed so that the exit flow is uniform to within acceptable limits.

The variation in computed Mach number and flow angle across a line from the centre

of the nozzle to the mid-point of the wall at the exit plane for each of the optimized nozzle

shapes is plotted in Fig. 7.8. The data shown in these plots are from the high resolution

flow simulations of the optimized nozzle designs. Also shown on these plots are the

design tolerances for Mach number and flow angularity. The sampled data line goes

through the thickest part of the separated boundary layer, so it gives a good indication of

the test core size for each of the nozzles. The test core for the short nozzle is substantially

smaller than the other two nozzles primarily because the mean Mach number across the

test core is less than the mean for the other two nozzles. A lower exit Mach number
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Figure 7.8: Exit plane distribution of (a) Mach number and (b) flow angularity along a line from
the centre of the flow to the wall centre.

corresponds to a smaller exit area. The size of the test cores for the two longer nozzles

are very similar as is the mean Mach number across the test core. This result is consistent

with isentropic expansion theory.

It is interesting to note that the separated boundary layer region is the greatest for the

long nozzle rather than the short nozzle which exhibits a much higher degree of vorticity

within the boundary layer. The thickening of the separated boundary layer regions seems

to be a result of boundary layer growth and length over which the wall pressure gradient

acts, rather than the magnitude of the wall pressure gradient. Figure 7.6 shows that the

positive wall pressure gradient causing boundary layer flow reversal is clearly the smallest

for the long nozzle. However, this gradient acts over a large distance compared to the other

nozzles, and results in a thicker separated boundary layer.

The plots in Fig. 7.8 show that none of the nozzle shapes produce core flows with exit

Mach number variation and flow angularity that are within the design tolerances. How-

ever, the magnitude of the variation tends to decrease with nozzle length. The high resolu-

tion simulation of the long optimized nozzle shape showed that the flow angularity of the

core flow was very good, and the variation in Mach number from the mean core flow level

was also very good. However, the mean core flow Mach number was substantially differ-

ent to the design goal. This result is contrary to the value of the objective function for the
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optimized long nozzle shape, which indicates that at least a small proportion of the core

flow should be at a Mach number of 7. This inconsistency was investigated by plotting

the exit flow Mach number distribution for the low resolution simulation of the optimized

long nozzle design, against the distribution calculated using two grids of a higher reso-

lution. These plots are shown in Fig. 7.9. The large difference in the size of the core
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Figure 7.9: Exit plane distribution of Mach number along a line from the centre of the nozzle to
the wall midline for grids of increasing resolution (from high resolution simulation).

flow between the low resolution simulation and the higher resolution simulations, is due

to the separated boundary layer region not being accurately resolved in the low resolution

simulation and subsequently, the mean core flow Mach number being reduced. The plot

shows that the Mach number distribution for the low resolution simulation does indeed

have a mean level close to the design Mach number as indicated by the objective func-

tion. Therefore, the discrepancy is a result of the grid resolution. The mean level of the

Mach number being different to the design Mach number is generally not a major concern

for experimental purposes. A more important concern is the variation in flow quantities

across the core flow. Figure 7.10 shows the variation in Mach number and flow angularity

obtained from the high resolution flow solutions for the initial and optimized long nozzle

designs. Clearly the flow angularity of the initial shape was improved substantially by

optimization with a low resolution grid, and the low variation in Mach number for the

initial shape was maintained through optimization. It is likely that performing the long

nozzle optimization again with a high resolution grid (although impractical because of

the computational requirements) would result in only an improvement in the mean value

of the Mach number, since the optimized nozzle test core flow variation in Mach number

and flow angularity is already small.
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Figure 7.10: (a) Mach number, and (b) flow angularity profile at the long nozzle exit flow plane,
along a line from the centre of the flow to the wall centre.

7.4 Summary & Recommendations

Optimization of all the initial nozzle shapes was shown to decrease the Mach number

variation and maximum flow angularity of the nozzle exit plane core flow. The computed

exit plane core flow Mach number variation and maximum flow angularity for all of the

optimized nozzle shapes is summarised in Table 7.4 (based on high resolution flow calcu-

lations). Also shown in this table are the maximum wall expansion angles. As indicated

Table 7.4: The core flow Mach number variation and maximum flow angularity for the optimized
square cross-section nozzles.

Nozzle Mach No. variation Maximum Maximum
(% of mean) angularity wall angle

Short 7.03 1.21◦ 16.2◦

Nominal 0.96 0.23◦ 10.8◦

Long 0.48 0.11◦ 5.7◦

earlier (see Section 7.3), the maximum wall expansion angle is significant because it indi-

cates how suitable the nozzle designs are for use as a shock tunnel nozzle. Shock tunnel
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nozzles are generally designed with maximum expansion angles ranging between 10◦ to

15◦ to ensure that the nozzle starting process is relatively fast [199, 115].

The optimized long nozzle shape has a maximum wall expansion angle that is consid-

erably lower than that recommended for a shock tunnel nozzle and, even though the flow

quality is similar to the exit flow quality of the optimized axisymmetric nozzle in Chapter

5, it is unlikely that the nozzle design would be suitable for a shock tunnel nozzle. The

optimized nominal length nozzle is more suitable with a maximum wall expansion angle

that is at the lower end of the suggested range. However, the exit flow variation for this

nozzle is double the variation for the long nozzle and poorer than the optimized axisym-

metric nozzle of Chapter 5. The flow variation appears to get rapidly worse as the length

of the nozzle is reduced further as indicated by the results for the short nozzle. Therefore,

it appears that a contoured square cross-section nozzle that produces high quality flow

and is suitable for use in a shock tunnel, is not physically realisable for the flow condition

studied here.

The main reason why it was not possible to reduce the exit plane flow variation to

acceptable levels (i.e. as good as, or better than, that achieved for the axisymmetric nozzle

in Chapter 5) for nozzles with high maximum expansion angles, was because the three-

dimensional nature of the core flow increases as the wall expansion angle of the nozzle

increases. Increasing the wall expansion angle increases cross-stream pressure gradients

at the nozzle walls and results in an uneven expansion across the cross-stream plane.

The cross-stream pressure gradients for the long nozzle were significantly smaller

than those for the shorter nozzles (see Fig. 7.6) and, as a result, the nozzle shape could

be optimized to produce exit flows with a significantly lower flow variation. Also, since

the cross-stream pressure gradients were low for the long nozzle, the initial shape derived

from the optimized axisymmetric nozzle shape of Chapter 5 showed a low flow variation

at the nozzle exit to begin with (see Fig. 7.10). This is the reason why the method used in

the past to design long square cross-section nozzles for continuous and intermittent wind

tunnels has been successful (see Section 7.1). However, the flow through any contoured

square cross-section nozzle designed for uniform flow will always have some degree of

cross-stream pressure gradient. A nozzle design with a more uniform exit flow will result

by using a design tool that can model these gradients, rather than using a classical method

that is based on streamline tracing through an axisymmetric flow-field.

As indicated previously, it was not possible to optimize the short and nominal length

square cross-section nozzle shapes to produce exit flow with a flow variation equal to, or

better than, that produced by the axisymmetric design of Chapter 5. However, the designs

may have been improved if the computational grid used to perform the computations for

the optimization was of a higher resolution. A higher resolution grid would have allowed
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the solver to resolve the cross-stream pressure gradients and fine detail of the flow more

accurately. These effects become more influential on the core flow as the nozzle length

is shortened. Currently, using a higher resolution grid in the design tool is not practical

with the available computer processor technology but, in the future, it may be worthwhile

investigating whether the nominal length nozzle design can be improved to an extent that

it can be used for a shock tunnel nozzle.

Before concluding this chapter, two other important modelling issues are identified

that may be relevant for future design work. Firstly, in the current study, the flow entering

the nozzle through the nozzle contraction from the nozzle supply region was assumed

to be inviscid such that no boundary layers formed on the nozzle contraction walls. For

square cross-section contractions, this assumption can have a significant effect on the noz-

zle exit flow since large cross-stream pressure gradients are present in square cross-section

contractions. These pressure gradients can create separated boundary layer regions and

form vortices at the nozzle contraction corners, which then propagate downstream into the

nozzle expansion [135]. Secondly, the boundary layer flow within the nozzles designed

in the current study was assumed to be turbulent with no points of transition. If possible,

boundary layer transition should be avoided on expanding nozzle surfaces because the

transition can create unwanted disturbances in the test flow [3, 135]. It may be preferable

to induce boundary layer transition prior to the flow entering the nozzle throat so that the

entire expansion wall boundary layer is turbulent. Designing a nozzle wall to account

for boundary layer transition may compound the disturbances created by transition if the

estimation of a transition point is incorrect.
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Conclusions

This thesis was concerned with the development and application of a computational de-

sign tool consisting of a numerically efficient parabolized Navier-Stokes flow solver and a

Nelder-Mead optimization algorithm. The design tool was used to design (1) a complete

axisymmetric Mach 12 scramjet engine flow path, (2) an axisymmetric Mach 7 nozzle

for a shock tunnel, and (3) a square cross-section Mach 7 nozzle for a shock tunnel.

These three design studies demonstrated that the new design tool can be used to improve

the shape of aerodynamic bodies that experience multidimensional, high temperature, in-

viscid/viscous flow interactions. The design of these bodies historically required gross

simplifying assumptions, which may be relaxed to some extent when using the present

design tool.

Through the application of the design tool to the aforementioned design cases, many

insightful discoveries and recommendations were made, which have already been dis-

cussed at the end of the respective chapters. The final chapter of this thesis is concerned

with the conclusions made in regard to the design tool itself. Firstly, the computational

flow solver is discussed, followed by the optimization algorithm. Some recommendations

for further research into extending the capabilities of the design tool are also presented.

8.1 Parabolized Navier-Stokes Flow Solver

The purpose of the parabolized Navier-Stokes flow solver was to accurately and quickly

calculate the flow-fields of a candidate design. Selected flow quantities from these flow-

field solutions were then used by the optimization algorithm to determine an incremental

shape improvement in the pursuit of generating a desired flow-field. The aerodynamic

applications of the design tool in this thesis required the flow solver to calculate high tem-

perature, viscous, supersonic flow-fields. To this end, a computationally efficient space-

marching scheme for integrating the parabolized Navier-Stokes (PNS) equations was used

as the basis of the flow solver. Through the development of the flow solver, an emphasis

was placed on using CFD techniques that were not overly complicated.
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Finite-volume discretization was used in the flow solver to solve the integral form of

the three-dimensional and axisymmetric PNS equations. A finite-volume approach was

taken because it is inherently conservative and well suited to flows with discontinuities

such as shocks. A time-dependent form of the integral equations was also used to explic-

itly march the cross-flow slices of finite volume cells forward in time to a steady state,

before marching in space to the next downstream slice. The explicit time integration

technique used to march flow slices forward in time was shown to be robust enough for

computing complex three-dimensional flows as well as chemically reacting flows, where

the fluid and chemical time scales are very disparate.

The cross-stream inviscid fluxes were calculated using a numerically efficient, low

dissipation, upwind approximate Riemann solver, and a spatially third-order accurate

monotone upstream-centred scheme for conservation laws (MUSCL) extrapolation. A

minimum-modulus limiter was also used to suppress numerical oscillations around dis-

continuities such as shocks. The numerical scheme was shown to capture shocks ade-

quately without solution dependent coefficients, and accurately resolve boundary layers

because of the flux solver’s inherent low dissipation. The ability to resolve boundary

layers accurately was an important trait of the numerical scheme for the design cases

considered in this thesis.

In an attempt to model the high temperature flow effects present in scramjet engines

and shock tunnel nozzles, a thermodynamic equilibrium model and an Arrhenius finite-

rate reaction model were implemented in the flow solver. The thermodynamic equilibrium

model was used to solve the equation of state for cases where the vibrational energy modes

of the gas became excited, and the reaction model was used to determine the source terms

in the PNS equations for multi-species chemically reacting flows in non-equilibrium. An

approximately-coupled integration technique was used to solve for the chemical produc-

tion terms in the PNS equations, and a Roe averaged ratio of specific heats was used in the

approximate Riemann solver invariants to stabilise the chemically reacting flow calcula-

tions with variable specific heats. This numerical scheme for modelling high temperature

thermochemical effects was shown to be numerically efficient and accurate within the

bounds of applicability.

The highly separated boundary layers in the flows of high Mach number square cross-

section nozzles motivated the inclusion of a three-dimensional turbulence model in the

flow solver. The Baldwin & Lomax algebraic, two layer, eddy-viscosity model was used

in preference to other models because of its simplicity and ease of application to three-

dimensional, right angle corner flows. The model also uses a length scale based on vortic-

ity to calculate the outer layer turbulent viscosity, which is more appropriate for separated

flows. Compressibility effects were also modelled by using a compressible damping term.
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The extent of the modelling capabilities and accuracy of the flow solver were demon-

strated through the simulation results obtained for eight test cases, which were presented

in Appendix E. Accompanying experimental data and results from other validated flow

solvers agreed favourably with all of the test cases, indicating that the phenomenologi-

cal models used in the flow solver were sufficiently accurate and had been implemented

correctly. Execution times for the flow solver were shown to be largely dependent on

the models and equations used to solve a particular flow case. Overall, the flow solver

was sufficiently fast and accurate that it could be used as part of the objective function

evaluation within the optimization procedure. For a single optimization study, many flow

solutions need to be generated and fine distinctions need to be made between similar

solutions as an optimum solution is approached.

8.2 Optimization Algorithm

The identification of design improvements for scramjet flow-paths and high Mach num-

ber nozzles is not a trivial task because of the many interrelated flow characteristics. An

increasingly popular way of automating such design problems is to use an optimization al-

gorithm to interpret relationships between the flow-field data and the aerodynamic shape,

and to make improvements accordingly. An advantage of this design optimization ap-

proach is the independence of the optimization algorithm and the flow solver, making it

possible to couple almost any flow solver with any type of optimization algorithm. In

this thesis, a gradient-search Nelder-Mead optimization algorithm was coupled to the de-

veloped flow solver to form the design tool used for the supersonic/hypersonic design

problems presented.

The Nelder-Mead optimization algorithm is a gradient-search algorithm that does not

require the inversion of a sensitivity matrix to find an appropriate search direction. The

search direction is found by evaluating and comparing the objective function evaluations

at vertices of a simplex. Therefore, the algorithm functions without the evaluation of sen-

sitivity derivatives that require the objective function to be continuously differentiable.

This feature of the optimization algorithm was deemed necessary for the scramjet design

case since shocks were present in the flow that may have caused the objective function

to become discontinuously differentiable. A slope-based optimization algorithm was se-

lected over a stochastic genetic algorithm because it was believed that the computationally

intensive global-search capabilities of stochastic algorithms, such as genetic algorithms,

would not be required. This proved to be true, since judicious selections of the initial

designs and parametric studies performed prior to optimization ensured that the initial

designs were close to the optimal design.
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The number of CFD flow solutions (or objective function calls) required by the opti-

mization algorithm to converge to an optimum design solution for the design cases pre-

sented in this thesis, was found to be dependent on the number of design variables used,

the complexity of the flow being modelled, and the convergence criteria used. A recent

study used the design tool discussed in this thesis to optimize the thrust produced by

a two-dimensional scramjet thrust surface with three design variables [111]. The flow

was modelled using the Euler equations and heat was simply added to the flow though

a source term. For this problem, the Nelder-Mead optimization algorithm required only

35-45 flow solutions to be calculated before an optimum design was found. Conversely,

the optimization of the square cross-section nozzle expansion surface for uniform exit

flow in the current study required 190 flow solutions to find the optimum design, using

the same optimization algorithm. Seven design variables were used to define the ex-

pansion surface, and the flow solver modelled a highly three-dimensional viscous flow.

The variability in the number of flow solutions required by the optimization algorithm to

converge to an optimum design makes performance comparisons with other optimization

algorithms published in the literature difficult.

Despite the variability in the number of flow solutions required for convergence in the

current study, the range and magnitude is typical of other studies published using gradient-

based optimization algorithms [138, 191, 120]. Some gradient-based optimization studies

using sensitivity derivatives have utilized simplified analysis techniques to substantially

reduce the number of complete flow solutions required, however, these methods have only

been used for nonreacting inviscid flows [22, 148].

A limitation of the Nelder-Mead gradient-search algorithm was demonstrated in the

chapter concerned with the design of an axisymmetric shock tunnel nozzle contour. The

algorithm was shown to be susceptible to converging to a local minima rather than the

global minimum (or true optimum design) for initial nozzle shapes that were not similar

to the optimized nozzle shape. The tendency for the optimization algorithm to converge to

the global minimum may have been made more likely by modifying the objective function

to include a centre line Mach number distribution for example. However, the behaviour of

the algorithm converging to a local minima is typical of most gradient-search algorithms.

To have a reasonable assurance that a converged design obtained from a gradient-search

algorithm is the true optimum design, it may be necessary to start the design from various

initial points as was done in this study. The parametric study performed for finding the

optimal combustor length for the scramjet was also a useful exercise for identifying the

design space containing the optimum design.
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8.3 Recommendations

The differences between the actual flow generated by an optimized aerodynamic shape

and the qualities of the flow claimed by the objective function for the optimized shape,

are largely a result of the flow solver modelling limitations. In the current study, the

flow solver was developed to an extent where many of the high temperature viscous flow

effects present in the flow-fields of the aerodynamic bodies studied could be accurately

modelled. However, as indicated throughout the discussions of these design cases, there

is scope to develop the flow solver further to increase its accuracy and fidelity. The two

most important areas of development indicated were a molecular diffusion model and a

multi-species thermodynamic non-equilibrium model.

Gradient-search optimization algorithms, like the one used in the design tool pre-

sented in this thesis, are susceptible to local minima convergence for initial designs that

are not similar to the optimal design. Therefore, design tools using gradient-search al-

gorithms are generally not very effective when applied to problems where a good initial

design is not determinable. One idea for removing this limitation would be to replace

the gradient-search optimization algorithm with a stochastic algorithm such as a genetic

algorithm, which has the capability of global-search. However, the penalty for having a

global-search capability is a substantial increase in the number of flow solutions required

to obtain an optimized design, and a corresponding increase in computation time. An

alternative to choosing one optimization algorithm over another may be to formulate a

hybrid algorithm, where a genetic algorithm is coupled to a gradient-search algorithm.

In this hybrid algorithm, a genetic algorithm could be used initially to search the entire

design space for the global minimum region. Then, a gradient-search algorithm could be

used to perform the final convergence to the global minimum since it will converge faster

than the genetic algorithm. This approach would utilise the best qualities of both classes

of optimization algorithm.





A P P E N D I X A

Axisymmetric Parabolized Navier-Stokes

Equations

This appendix presents the integral form of the axisymmetric parabolized Navier-Stokes

(PNS) equations which can be used in thesm3dflow solver as an alternative to the three-

dimensional PNS equations presented in Section 2.4. A full treatment of deriving the

axisymmetric Navier-Stokes equations from the three-dimensional equations is given in

[105]. The governing equations for axisymmetric flow presented in this reference can be

written with the PNS assumptions applied for a multi-species gas (see section 2.4) as

∂

∂t

∫
Ω

UdΩ′ +
∮

S

y(Fi−Fv) · n̂dS =

∫
Ω

QdΩ′ , (A.1)

in the axisymmetric control volumeΩ bounded by the surfaceS. The algebraic vector of

dependent flow variables is

U=


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fiρ
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ρuy

ρE


 , (A.2)

the inviscid flux vector is
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and the viscous flux vector is

Fv =




0

0

0

0


 î+
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0

τxy

τyy

uxτxy + uyτyy − qy


 ĵ , (A.4)

where(i = 1, 2, ...., Ns) .

The viscous stresses are given by

τxx = λ

(
∂uy

∂y
+
uy

y

)
,

τyy = 2 µ
∂uy

∂y
+ λ

(
∂uy

∂y
+
uy

y

)
,

τxy = µ
∂ux

∂y
= τyx , (A.5)

(A.6)

whereµ is the first coefficient of viscosity. As before, this formulation of viscous stresses

assumes negligible bulk viscosity. Care must be taken when evaluating the viscous stresses

on the axis wherey = 0. On this axis, all fluxes evaluate to 0 because of they multiplier

in the integral equation (A.1). The viscous heat fluxes are

qx = 0 and

qy = k
∂T

∂y
. (A.7)

The effective source term (containing the front and back interface contributions) is

Q=




ω̇i

0

(p− τθθ)A

q


 (A.8)

where

τθθ = 2 µ
uy

y
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∂uy
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+
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y

)
(A.9)
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The volume,Ω, used in the above equations, is the axisymmetric cell volume per unit

radian defined as

Ω =
A . ycell

2ψ
, (A.10)

whereA is the area of the cell which is equivalent to theZFace area in the three-

dimensional formulation,ycell is the distance from the cell centre to the axis, and2ψ

is the circumferential extent of the axisymmetric cell in radians (see Figure A.1).

Figure A.1: Axisymmetric finite volume cell.





A P P E N D I X B

Thermodynamic Data Coefficients

This appendix presents the coefficients for the polynomial expressions in temperature

that can be used to calculate equilibrium thermodynamic quantities for the predominant

species present in the combustion of hydrogen in air (see Section 2.6.2 for details of poly-

nomials). The data is based on the data presented in the NASP Technical Memorandum

1107 [163] (except for the Argon polynomial coefficients which were derived from the

JANAF thermodynamic tables [41]) and is valid over a range of temperatures from 200 K

to 6000 K. The data listed below is in the following format:

Line 1 : species name or formula, data source

Line 2 : molecular weight (g/mol), heat of formation/R at 298 K (J/mol), H◦
298− H◦

0

(J/mol), heat of formation at 0 K (J/mol)

Line 3 : temperature range for first polynomial, number of coefficients for Cp, T expo-

nents in polynomial for Cp
Line 4 : first five coefficients

Line 5 : last three coefficients for Cp, integration constant for H◦/RT and S◦/R

Repeat of lines 3,4,5 for the second temperature interval

H2 GLUSHKO ET. AL. TABLES VOL 1, PART 2,1978,pp 31,32.

2.01588 0.00000000e+00 -8.467e+03 0.0

200.000 1000.000 7 -2.0 -1.0 0.0 1.0 2.0 3.0 4.0 0.0

4.07827381e+04 -8.00908919e+02 8.21460291e+00 -1.26969910e-02 1.75358386e-05

-1.20284571e-08 3.36805269e-12 0.00000000e+00 2.68245215e+03 -3.04375206e+01

1000.000 6000.000 7 -2.0 -1.0 0.0 1.0 2.0 3.0 4.0 0.0

5.60805609e+05 -8.37139111e+02 2.97532730e+00 1.25223484e-03 -3.74067336e-07

5.93655676e-11 -3.60695230e-15 0.00000000e+00 5.33975192e+03 -2.20273775e+00

O2 GLUSHKO ET. AL.,VOL 1,PT 2,p18,1978.

31.99880 0.00000000e+00 -8.683e+03 0.0

200.000 1000.000 7 -2.0 -1.0 0.0 1.0 2.0 3.0 4.0 0.0

-3.40523954e+04 4.80666522e+02 1.14879791e+00 4.18908582e-03 -4.97972664e-07

-2.18455977e-09 1.09324947e-12 0.00000000e+00 -3.37336164e+03 1.83386032e+01

1000.000 6000.000 7 -2.0 -1.0 0.0 1.0 2.0 3.0 4.0 0.0

-1.05642070e+06 2.41123849e+03 1.73474238e+00 1.31512292e-03 -2.29995151e-07

2.13144378e-11 -7.87498771e-16 0.00000000e+00 -1.73025987e+04 1.79886219e+01
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H20 CODATA,1989. Woolley, JRNBS VOL 92, 1987, p 35.

18.0152 -2.90848168e+04 -9.904e+03 -238.921e+03

200.000 1000.000 7 -2.0 -1.0 0.0 1.0 2.0 3.0 4.0 0.0

-3.94795976e+04 5.75572946e+02 9.31783525e-01 7.22271043e-03 -7.34255377e-06

4.95504081e-09 -1.33693246e-12 0.00000000e+00 -3.30397423e+04 1.72420529e+01

1000.000 6000.000 7 -2.0 -1.0 0.0 1.0 2.0 3.0 4.0 0.0

1.03497195e+06 -2.41269814e+03 4.64611030e+00 2.29199858e-03 -6.83683125e-07

9.42647001e-11 -4.82238112e-15 0.00000000e+00 -1.38428678e+04 -7.97814507e+00

H CP/R=2.5. D0(H2)=36118.3 INVCM FROM HERZBERG.

1.00794 2.62191552e+04 -6.197e+03 216.035e+03

200.000 1000.000 1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

2.50000000e+00 0.00000000e+00 0.00000000e+00 0.00000000e+00 0.00000000e+00

0.00000000e+00 0.00000000e+00 0.00000000e+00 2.54737802e+04 -4.46682853e-01

1000.000 6000.000 7 -2.0 -1.0 0.0 1.0 2.0 3.0 4.0 0.0

5.83910541e+01 -1.75634127e-01 2.50020546e+00 -1.19464572e-07 3.64899146e-11

-5.57727760e-15 3.35299119e-19 0.00000000e+00 2.54748952e+04 -4.48145562e-01

O NSRDS-NB3 3, 1975. TEMPERATURE CUT-OFF & FILL.

15.99940 2.99680919e+04 -6.725e+03 246.79e+03

200.000 1000.000 7 -2.0 -1.0 0.0 1.0 2.0 3.0 4.0 0.0

-8.66965739e+03 1.70920430e+02 1.90998257e+00 1.16784527e-03 -1.33343162e-06

8.14268965e-10 -2.05401114e-13 0.00000000e+00 2.83540783e+04 8.71749100e+00

1000.000 6000.000 7 -2.0 -1.0 0.0 1.0 2.0 3.0 4.0 0.0

2.56765883e+05 -7.16872793e+02 3.30458292e+00 -4.22037538e-04 1.02051997e-07

-9.23795699e-12 2.62330613e-16 0.00000000e+00 3.38387627e+04 -5.75914912e-01

OH GLUSHKO ET. AL. TABLES VOL 1, PART 2,1978,pp 37,38.

17.00734 4.73184830e+03 -9.172e+03 38.390e+03

200.000 1000.000 7 -2.0 -1.0 0.0 1.0 2.0 3.0 4.0 0.0

-1.99883669e+03 9.30002687e+01 3.05081739e+00 1.52951129e-03 -3.15785360e-06

3.31540674e-09 -1.13874911e-12 0.00000000e+00 3.23956828e+03 4.67405553e+00

1000.000 6000.000 7 -2.0 -1.0 0.0 1.0 2.0 3.0 4.0 0.0

1.01738037e+06 -2.50992485e+03 5.11648390e+00 1.30529703e-04 -8.28425761e-08

2.00645654e-11 -1.55697743e-15 0.00000000e+00 2.04445349e+04 -1.10126733e+01

HO2 Hills, JCP v81,1984,p4458, Jacox,JPCRD,v17,1988,p303.

33.00674 1.50965000e+03 -10.003e+03 5.01e+03

200.000 1000.000 7 -2.0 -1.0 0.0 1.0 2.0 3.0 4.0 0.0

-7.59820983e+04 1.32927014e+03 -4.67665097e+00 2.50807553e-02 -3.00617570e-05

1.89530203e-08 -4.82765013e-12 0.00000000e+00 -5.80883977e+03 5.19320281e+01

1000.000 6000.000 7 -2.0 -1.0 0.0 1.0 2.0 3.0 4.0 0.0

-1.81124399e+06 4.96477618e+03 -1.04118720e+00 4.56103964e-03 -1.06210433e-06

1.14489981e-10 -4.76481209e-15 0.00000000e+00 -3.19543890e+04 4.06806872e+01

H2O2 GLUSHKO, V 1, PT 1, pp 121-123, 1978.

34.01468 -1.63425145e+04 -10.853e+03 -129.808e+03

200.000 1000.000 7 -2.0 -1.0 0.0 1.0 2.0 3.0 4.0 0.0

-9.27586636e+04 1.56425231e+03 -5.97386681e+00 3.27006364e-02 -3.93124226e-05

2.50858212e-08 -6.46315831e-12 0.00000000e+00 -2.49376400e+04 5.87571627e+01

1000.000 6000.000 7 -2.0 -1.0 0.0 1.0 2.0 3.0 4.0 0.0

1.48904547e+06 -5.16993250e+03 1.12812684e+01 -8.00903641e-05 -1.82603198e-08

6.95596790e-12 -4.83164774e-16 0.00000000e+00 1.41766201e+04 -4.65027729e+01

CO GLUSHKO ET. AL. TABLES VOL 2, PART 2, 1979,P 29.

28.01040 -1.32936276e+04 -8.671e+03 -113.81e+03

200.000 1000.000 7 -2.0 -1.0 0.0 1.0 2.0 3.0 4.0 0.0

1.48902869e+04 -2.92225259e+02 5.72445933e+00 -8.17613952e-03 1.45688636e-05

-1.08773353e-08 3.02790632e-12 0.00000000e+00 -1.30306962e+04 -7.85915227e+00

1000.000 6000.000 7 -2.0 -1.0 0.0 1.0 2.0 3.0 4.0 0.0

4.61913914e+05 -1.94468052e+03 5.91664175e+00 -5.66420706e-04 1.39879544e-07

-1.78765558e-11 9.62080176e-16 0.00000000e+00 -2.46577231e+03 -1.38739551e+01
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CO2 GLUSHKO ET. AL. CONSTANTS VOL 2, PART 1,1979, P 31-33.

44.00980 -4.73281047e+04 -9.364e+03 -393.151e+03

200.000 1000.000 7 -2.0 -1.0 0.0 1.0 2.0 3.0 4.0 0.0

4.57405495e+04 -5.73011080e+02 5.00228634e+00 3.34006355e-03 -1.44460953e-06

1.43751814e-10 1.75471937e-14 0.00000000e+00 -4.55373204e+04 -5.38599026e+00

1000.000 6000.000 7 -2.0 -1.0 0.0 1.0 2.0 3.0 4.0 0.0

1.15460081e+05 -1.78337370e+03 8.28644239e+00 -8.98356945e-05 4.26107946e-09

-1.81443266e-12 6.29130739e-16 0.00000000e+00 -3.91191002e+04 -2.64894238e+01

HNO GLUSHKO ET. AL. VOL 1, PT 1,1978,p307. Jacox, 1988,p301.

31.01408 1.22716582e+04 -9.988e+03 102.501e+03

200.000 1000.000 7 -2.0 -1.0 0.0 1.0 2.0 3.0 4.0 0.0

-6.85805047e+04 9.55633317e+02 -6.02692635e-01 8.00240256e-03 -6.65096915e-07

-3.66313541e-09 1.78137330e-12 0.00000000e+00 6.43311018e+03 3.04962314e+01

1000.000 6000.000 7 -2.0 -1.0 0.0 1.0 2.0 3.0 4.0 0.0

-5.79796556e+06 1.94638589e+04 -2.15393271e+01 1.79834139e-02 -4.97880662e-06

6.40176414e-10 -3.14462271e-14 0.00000000e+00 -1.10475800e+05 1.81959523e+02

NO2 GLUSHKO ET. AL. CONSTANTS VOL 1, PART 1,1978,p 292.

46.00554 4.11247012e+03 -10.186e+03 35.93e+03

200.000 1000.000 7 -2.0 -1.0 0.0 1.0 2.0 3.0 4.0 0.0

-5.64446389e+04 9.63636013e+02 -2.43620842e+00 1.92819349e-02 -1.87513061e-05

9.14921401e-09 -1.77857778e-12 0.00000000e+00 -1.54949598e+03 4.06880767e+01

1000.000 6000.000 7 -2.0 -1.0 0.0 1.0 2.0 3.0 4.0 0.0

7.21538492e+05 -3.83321546e+03 1.11402049e+01 -2.23832673e-03 6.54839992e-07

-7.61220796e-11 3.32880923e-15 0.00000000e+00 2.50289180e+04 -4.30554999e+01

NO GLUSHKO ET.AL. VOL 1, PT 2, p212, 1978

30.00614 1.09765939e+04 -9.192e+03 89.775e+03

200.000 1000.000 7 -2.0 -1.0 0.0 1.0 2.0 3.0 4.0 0.0

-1.13950869e+04 1.52905406e+02 3.43619274e+00 -2.68337801e-03 8.50453157e-06

-7.70266072e-09 2.39192360e-12 0.00000000e+00 9.10090386e+03 6.70279386e+00

1000.000 6000.000 7 -2.0 -1.0 0.0 1.0 2.0 3.0 4.0 0.0

2.22923252e+05 -1.28721634e+03 5.43159665e+00 -3.64540455e-04 9.85484169e-08

-1.41284573e-11 9.36437114e-16 0.00000000e+00 1.74864669e+04 -8.48487386e+00

N NSRDS-NBS 3, 1975. TEMPERATURE CUT-OFF.

14.00674 5.68500128e+04 -6.197e+03 470.82e+03

200.000 1000.000 1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

2.50000000e+00 0.00000000e+00 0.00000000e+00 0.00000000e+00 0.00000000e+00

0.00000000e+00 0.00000000e+00 0.00000000e+00 5.61046378e+04 4.19390885e+00

1000.000 6000.000 7 -2.0 -1.0 0.0 1.0 2.0 3.0 4.0 0.0

7.98383717e+04 -8.41344705e+01 2.33948210e+00 3.02865813e-04 -1.75861226e-07

4.05061583e-11 -2.69675007e-15 0.00000000e+00 5.68237747e+04 5.03074884e+00

N2 GLUSHKO ET. AL. TABLES VOL 1, PT 2, p 207, 1978.

28.01348 0.00000000e+00 -8.670e+03 0.0

200.000 1000.000 7 -2.0 -1.0 0.0 1.0 2.0 3.0 4.0 0.0

2.21034481e+04 -3.81841578e+02 6.08266513e+00 -8.53081161e-03 1.38462951e-05

-9.62567763e-09 2.51967544e-12 0.00000000e+00 7.10837479e+02 -1.07599032e+01

1000.000 6000.000 7 -2.0 -1.0 0.0 1.0 2.0 3.0 4.0 0.0

5.87702841e+05 -2.23921563e+03 6.06686971e+00 -6.13957913e-04 1.49178026e-07

-1.92307120e-11 1.06193594e-15 0.00000000e+00 1.28319075e+04 -1.58661574e+01

AR JANAF Tables

39.948 0.00000000e+00 -6.197e+03 0.0

100.000 1000.000 7 -2.0 -1.0 0.0 1.0 2.0 3.0 4.0 0.0

0.00000000e+00 0.00000000e+00 2.50003007e+00 0.00000000e+00 0.00000000e+00

0.00000000e+00 0.00000000e+00 0.00000000e+00 -7.45342362e+02 4.37973116e+00

1000.000 6000.000 7 -2.0 -1.0 0.0 1.0 2.0 3.0 4.0 0.0

0.00000000e+00 0.00000000e+00 2.50003007e+00 0.00000000e+00 0.00000000e+00

0.00000000e+00 0.00000000e+00 0.00000000e+00 -7.45342362e+02 4.37973116e+00





A P P E N D I X C

Finite-Rate Chemistry Models

In order to simulate the hydrogen/air combustion process within a scramjet engine, a

finite-rate reaction model needs to be implemented as part of the computational solver.

Many models have been proposed for the hydrogen/air reaction mechanism over the last

30 years. These range in complexity from simple two reaction global models [183], to

comprehensive reaction models such as the model presented by Oldenborget al. [163]

which consists of 31 reactions and 15 species. Generally, the accuracy of the more com-

plex reaction models is superior to the simpler models, however, the more complex mod-

els often require excessive computer run times and storage requirements. In this appendix,

various reaction models for hydrogen combustion in air are reviewed and assessed by

analysing the results of a simple one-dimensional combustion flow calculation. An ef-

ficient reaction model is then selected for use in the optimization flow calculations pre-

sented in Chapter 4 and is further modified to improve its predictive performance. A

listing of all reaction models assessed is given at the back of this appendix.

C.1 Finite-Rate Model for Scramjet Combustion

Reaction models for hydrogen and air can be broadly classed into two groups; (i) models

involving reactions of hydrogen and oxygen only, and (ii) models including reactions of

nitrogen and other trace elements present in air.

Reaction models that include nitrogen are important for accurately simulating the igni-

tion delay time in high temperature flows (combustor flows at flight Mach numbers> 12)

where nitrogen starts to dissociate and combine with atomic oxygen to form nitric oxide

and nitrogen dioxide [102, 198]. Nitrogen reaction models become even more important

at higher temperatures where large concentrations of nitrous radicals and molecules such

as N, NO, and HNO form. The formation of these species can have a major influence on

the heat release of the combustion reaction. In the scramjet design study of Chapter 4,

the temperature of the pre-combustion flow was thought to be high enough to form small

amounts of nitric oxide and nitrogen dioxide of high enough concentrations to effect the

ignition delay. However, the maximum combustor temperature (≈ 3500 K) was thought
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not to be high enough to produce large amounts of N, NO and HNO since nitrogen starts to

dissociate appreciably at approximately 4000 K. Therefore, since the accurate calculation

of ignition delay times was not a major concern with the current study, the investigation

of combustion models was limited to those involving only hydrogen and oxygen.

Four hydrogen/oxygen reaction models were considered for implementation into the

flow solver to be used for optimization:

• Rogers & Chinitz’s 9-species, 23-reaction model [183] (excluding ozone reactions)

• Drummond’s 9-species, 18-reaction model [55]

• Bittker & Scullin’s 9-species, 15-reaction model [29]

• Evans & Schexnayder’s 7-species, 8-reaction model [61]

The reaction paths and reaction rate data associated with each model are presented at the

end of this appendix. All the reaction models include the same 9 species H2, O2, H2O,

OH, H, O, HO2, H2O2, and N2 (nitrogen only acts as a third body and does not dissociate)

except for the model of Evans & Schexnayder which excludesHO2 andH2O2. In addition

to these four models, Rogers & Chinitz’s very efficient two-step global model describing

the combustion of hydrogen in air [183] was also considered. However, the range of

applicability of this model is limited and it produces extremely large disparity in the time

scales of numerical problems. Since the flow solver that was used in this study employs

explicit time marching that could not efficiently cope with such a large disparity, the

model was discarded.

Each of the four reaction models were assessed by analysing the results of a one-

dimensional combustion flow calculation through a one metre long duct. The inflow con-

ditions for the duct simulations were approximately the same as the core flow conditions

at the exit plane of the optimized inlet discussed in Section 4.3.2 and are presented below:

ρ = 0.2704 kg/m3 u = 3302 m/s e = 1.0315× 106 J/kg

p = 101.3 kPa T = 1300 K M = 4.7

The composition of the air used for the one-dimensional simulations differed slightly from

the composition used for the inlet simulations. Argon was omitted from the composition

leaving only nitrogen and oxygen with mass fractions of 0.7686 and 0.2314 respectively,

where the mass of the argon was made up with extra nitrogen. A stoichiometric amount

of hydrogen was uniformly added at a cross-stream flow plane 1 millimetre downstream

of the inflow plane. The hydrogen was added to the flow through the source terms of

the Euler equations which were used to model the flow (PNS equations without viscous
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terms). The hydrogen was added to the flow with an injection velocity of 3302 m/s and at

a temperature of 800 K.

A set of four flow calculations were performed using each reaction model in turn.

The computational domain for the flow calculations was discretized into 10000 cells,

uniformly distributed along the 1 metre reaction length. Each of the four flow calculations

used a CFL number of 0.4 to maintain numerical stability, except for the calculation using

the Drummond reaction model. This reaction model was numerically stiffer than the

others and required the CFL number to be set to 0.2 to maintain stability. The time-

integration convergence criteria for all of the flow calculations was set to a total mass

residual of 0.01%. The run times for each flow calculation using one processor or the

Origin 2000 computer are presented in Table C.1, and selected distributions of computed

flow data are shown in Fig. C.1. All of the reaction models produced similar results

except for the model by Evans & Schexnayder which over-estimated the ignition delay

Table C.1: Computation times for the one-dimensional combustion simulations using various
combustion models.

Mechanism No. of No. of CFL CPU Time
reactions species (sec)

Rogers & Chinitz, 1983 [183] 23 9 0.4 226.0
Drummond, 1988 [55] 18 9 0.2 411.3
Bittker & Scullin, 1972 [29] 15 9 0.4 214.3
Evans & Schexnayder, 1980 [61] 8 7 0.4 160.4

Rogers & Chinitz, 1983
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Figure C.1: Results from one-dimensional combustion simulation.
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time and had a slower rate of heat release. However, the flow simulation using the smaller

reaction model of Evans & Schexnayder was considerably faster than the next fastest

simulation.

Also shown on the temperature distribution plot is the estimated ignition delay length

using the empirical relation of Huberet al. [96] which was shown earlier in Eq. 4.3.

This relation has been shown to give good approximations of ignition delay times that are

computed using complex reaction models that incorporate nitrogen dissociation [56]. The

computed ignition delay length is almost identical to the ignition delay length estimated

using the Rogers & Chinitz model (which does not include nitrogen dissociation). There-

fore, it can be argued that reactions involving nitrogen and nitrogen radicals do not have a

strong influence on the ignition delay at this condition. Studies performed by others using

similar conditions also support this conclusion [198, 102].

On the basis of computational efficiency, the reaction model by Evans & Schexnayder

appeared to be the most appealing model to use in the optimization study for the scramjet

combustor/thrust surface design. However, the distribution of heat release following igni-

tion using this reaction model is significantly different to the other models examined. In

the other three models, the heat release distribution is very similar. Under-estimating the

rate of heat release may result in an under-estimation of the propulsive efficiency of the

scramjet combustor/thrust surface. It was thought that, if the model by Evans & Schex-

nayder could be modified to give a similar heat distribution to the other models without

an appreciable increase in the computational time required for a flow solution, the model

would have sufficient accuracy and efficiency to be used in the optimization study.

The poor modelling of heat distribution with the reaction model of Evans & Schex-

nayder is primarily due to the absence of the reactions involving the radical hydroperoxyl

(HO2). Fast three body recombination reactions involving HO2 have been identified as

contributors to the heat release process in hydrogen combustion in air [83]. Therefore, the

HO2 radical was added to the reaction model of Evans & Schexnayder to improve the heat

release modelling capabilities. Two of the most important reactions involving HO2 that

provide a reaction path for the release of heat [102] were also added to the reaction model.

The reactions used were 4 and 14 from the Rogers & Chinitz reaction model which are

shown below:

H + O2 + M ←→ HO2 + M (C.1)

H + HO2 ←→ 2OH (C.2)

The first reaction is a very fast third body reaction that produces HO2 from molecular

oxygen and atomic hydrogen. The HO2 is then converted to hydroxyl by the second

reaction. The hydroxyl radicals then react with the molecular hydrogen to form water,
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thereby releasing heat into the flow. The addition of these reactions corrects the heat

release distribution modelling deficiencies of the Evans & Schexnayder reaction model,

however, it does not affect the ignition delay. Although a very accurate estimation of

the ignition delay length was not a major concern of this study, the original Evans &

Schexnayder reaction model estimates an ignition delay length that is nearly twice as

long as the Rogers & Chinitz model.

The reason for the poor prediction of ignition delay when using the Evans & Schex-

nayder reaction model, is the absence of hydrogen peroxide (H2O2) from the reaction

model. The hydrogen peroxide radical is only important for ignition and does not con-

tribute significantly to the heat release process [163]. Adding sufficient reactions involv-

ing H2O2 to the Evans & Schexnayder reaction model in order to correct the ignition delay

time was not pursued. Making this addition would have increased the complexity of the

reaction model to the size of the Bittker & Scullin model and the computational efficiency

of the model would have been lost.

Apart from the hydrogen peroxide reactions, another reaction that has also been iden-

tified as important for low temperature ignition [102] which is included in the Evans &

Schexnayder reaction model is the reaction

O2 + H←→ OH + O . (C.3)

By changing the rate coefficients of this reaction, the Evans & Schexnayder model can

be easily modified to correct the ignition delay time for the design condition without any

loss in computational efficiency. The original forward rate equation for this reaction was

determined by Baulchet al. [21] askf = 2.2×1014exp(−8455/T ) with an uncertainty of

±50% for the temperature range 300 to 2000 K. By trebling the coefficientA to 6.6×1014,

the rate of hydroperoxyl radical production can be increased and hence the ignition delay

time reduced. The original rate coefficient for this reaction in the Evans & Schexnayder

model was replaced with the modified coefficient and the analysis problem was re-run

using the modified reaction model.

The results of the simulation using the modified reaction model are shown in Fig. C.2.

The modified Evans & Schexnayder reaction model shows a significant improvement in

the heat release distribution and ignition delay time. The flow simulation time for the

modified model was 186.4 seconds which is only a 16 % increase in computational time

compared to the original model and is still significantly less than the simulation time

of the other reaction models. The modified Evans & Schexnayder reaction model was

selected as the reaction model to be used in the scramjet combustor/thrust surface design

optimization because of its computational efficiency and enhanced accuracy.
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Figure C.2: Results of a one-dimensional combustion tube simulation where the Evans & Schex-
nayder reaction model has been modified.
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C.2 Model Listings

Table C.2: Hydrogen and oxygen reaction model from Evans & Schexnayder [61].

Reaction Reaction Reaction rate variables
number Aj Nj θ, K

1 H2 + M ←→ H + H + M 5.5×1018 -1.0 51987
2 O2 + M ←→ O + O + M 7.2×1018 -1.0 59340
3 H2O + M ←→ OH + H + M 5.2×1021 -1.5 59386
4 OH + M ←→ O + H + M 8.5×1018 -1.0 50830
5 H2O + O ←→ OH + OH 5.8×1013 0.0 9059
6 H2O + H ←→ OH + H2 8.4×1013 0.0 10116
7 O2 + H ←→ OH + O 2.2×1014 0.0 8455
8 H2 + O ←→ OH + H 7.5×1013 0.0 5586
Third body efficiencies for all the termolecular reactions are 1.0

Table C.3: Hydrogen and oxygen reaction model from Bittker & Scullin [29].

Reaction Reaction Reaction rate variables
number Aj Nj θ, K

1 H2 + O2 ←→ OH + OH 1.00×1013 0.0 21653
2 H + O2 ←→ OH + O 1.25×1014 0.0 8208
3 H2 + OH ←→ H2O + H 2.19×1013 0.0 2593
4 O + H2 ←→ OH + H 1.74×1013 0.0 4759
5 O + H2O ←→ OH + OH 5.75×1013 0.0 9064
6 H + OH + M ←→ H2O + M 7.50×1023 -2.6 0
7 2H + M ←→ H2 + M 1.00×1018 -1.0 0
8 H + O2 + M ←→ HO2 + M 1.59×1015 0.0 -504
9 OH + HO2 ←→ H2O + O2 6.00×1012 0.0 0
10 2O + M ←→ O2 + M 1.38×1018 -1.0 171
11 H + HO2 ←→ OH + OH 7.00×1013 0.0 0
12 O + HO2 ←→ OH + O2 6.00×1012 0.0 0
13 2HO2 ←→ H2O2 + O2 1.80×1012 0.0 0
14 H2 + HO2 ←→ H2O2 + H 9.60×1012 0.0 12086
15 H2O2 + M ←→ 2OH + M 1.17×1017 0.0 22912

The third-body efficiencies are all 1.0 except for reactions
(6) 4.0 for M = H2, 1.6 for M = O2, 20.0 for M = H2O, 1.6 for M = N2,
(7) 5.0 for M = H2, 2.0 for M = O2, 15.0 for M = H2O, 2.0 for M = N2,
(8) 5.0 for M = H2, 2.0 for M = O2, 32.5 for M = H2O, 2.0 for M = N2,

(15) 2.3 for M = H2, 0.78 for M = O2, 6.0 for M = H2O, 6.6 for M = H2O2,
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Table C.4: Hydrogen and oxygen combustion reaction model by Drummond [55].

Reaction Reaction Reaction rate variables
number Aj Nj θ, K

1 H2 + O2 ←→ OH + OH 0.170×1014 0.0 24219
2 H + O2 ←→ OH + O 0.142×1015 0.0 8249
3 OH + H2 ←→ H2O + H 0.316×108 1.8 1524
4 O + H2 ←→ OH + H 0.207×1015 0.0 6916
5 OH + OH ←→ H2O + O 0.550×1014 0.0 3521
6 H + OH + M ←→ H2O + M 0.221×1023 -2.0 0
7 H + H + M ←→ H2 + M 0.653×1018 -1.0 0
8 H + O2 + M ←→ HO2 + M 0.320×1019 -1.0 0
9 HO2 + OH ←→ H2O + O2 0.500×1014 0.0 503
10 HO2 + H ←→ H2 + O2 0.500×1014 0.0 352
11 HO2 + H ←→ OH + OH 0.199×1015 0.0 905
12 HO2 + O ←→ OH + O2 0.500×1014 0.0 503
13 HO2 + HO2 ←→ H2O2 + O2 0.199×1013 0.0 0
14 HO2 + H2 ←→ H2O2 + H 0.301×1012 0.0 9406
15 H2O2 + OH ←→ HO2 + H2O 0.102×1014 0.0 956
16 H2O2 + H ←→ OH + H2O 0.500×1015 0.0 5030
17 H2O2 + O ←→ OH + HO2 0.199×1014 0.0 2968
18 H2O2 + M ←→ OH + OH + M 0.121×1018 0.0 22886

Third body efficiencies for all the termolecular reactions are 1.0
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Table C.5: Hydrogen and oxygen combustion reaction model by Rogers & Chintz [183].

Reaction Reaction Reaction rate variables
number Aj Nj θ, K

1 O2 + M ←→ O + O + M 0.720×1019 -1.0 59340
2 H2 + M ←→ H + H + M 0.550×1019 -1.0 51987
3 H2O + M ←→ H + OH + M 0.520×1022 -1.5 59386
4 H + O2 + M ←→ HO2 + M 0.230×1016 0.0 -403
5 H2O2 + M ←→ OH + OH + M 0.120×1018 0.0 22900
6 O + H + M ←→ OH + M 0.710×1019 -1.0 0
7 H2O + O ←→ OH + OH 0.580×1014 0.0 9059
8 H2 + OH ←→ H2O + H 0.200×1014 0.0 2600
9 O2 + H ←→ OH + O 0.220×1015 0.0 8455
10 H2 + O ←→ OH + H 0.750×1014 0.0 5586
11 H2 + O2 ←→ OH + OH 0.100×1014 0.0 21641
12 H + HO2 ←→ H2 + O2 0.240×1014 0.0 350
13 H2 + O2 ←→ H2O + O 0.410×1014 0.0 25400
14 H + HO2 ←→ OH + OH 0.240×1015 0.0 950
15 H2O + O ←→ H + HO2 0.580×1012 0.5 28687
16 O + HO2 ←→ OH + O2 0.500×1014 0.0 504
17 OH + HO2 ←→ O2 + H2O 0.300×1014 0.0 0
18 H2 + HO2 ←→ H2O + OH 0.200×1014 0.0 12582
19 HO2 + H2 ←→ H + H2O2 0.730×1012 0.0 9400
20 H2O2 + H ←→ OH + H2O 0.320×1015 0.0 4504
21 HO2 + OH ←→ O + H2O2 0.520×1011 0.5 10600
22 HO2 + H2O ←→ OH + H2O2 0.280×1014 0.0 16500
23 HO2 + HO2 ←→ H2O2 + O2 0.200×1013 0.0 0

Third body efficiencies for all the termolecular reactions are 1.0
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Table C.6: NASP chemistry model for hydrogen combustion in air [163].

Reaction Reaction Reaction rate variables
number Aj Nj θ, K

1 OH + H2 ←→ H + H2O 2.16×108 1.51 1726
2 H + O2 ←→ O + OH 1.91×1014 0.0 8273
3 O + H2 ←→ H + OH 5.06×104 2.67 3166
4 H + HO2 ←→ H2 + O2 2.5×1013 0.0 349
5 H + HO2 ←→ OH + OH 1.5×1014 0.0 505
6 O + HO2 ←→ OH + O2 2.0×1013 0.0 0
7 OH + HO2 ←→ H2O + O2 2.0×1013 0.0 0
8 H + O2 + M ←→ HO2 + M 8.0×1017 -0.8 0
9 H + OH + M ←→ H2O + M 8.62×1021 -2.0 0
10 H + H + M ←→ H2 + M 7.3×1017 -1.0 0
11 H + O + M ←→ OH + M 2.6×1016 -0.6 0
12 O + O + M ←→ O2 + M 1.14×1017 -1.0 0
13 OH + OH ←→ O + H2O 1.5×109 1.14 0
14 OH + OH + M ←→ H2O2 + M 4.73×1011 1.0 -3206
15 OH + H2O2 ←→ H2O + HO2 7.0×1012 0.0 722
16 O + H2O2 ←→ OH + HO2 2.8×1013 0.0 3220
17 H + H2O2 ←→ H2 + HO2 1.7×1012 0.0 1900
18 H + H2O2 ←→ H2O + OH 1.0×1013 0.0 1800
19 HO2 + HO2 ←→ H2O2 + O2 2.0×1012 0.0 0
20 CO + OH ←→ CO2 + H 4.4×106 1.5 -373
21 O + NO ←→ N + O2 3.80×109 1.0 20820
22 O + N2 ←→ N + NO 1.82×1014 0.0 38370
23 H + NO ←→ N + OH 1.70×1014 0.0 24560
24 H + NO + M ←→ HNO + M 2.17×1015 0.0 -300
25 O + NO + M ←→ NO2 + M 3.31×1010 1.0 -4522
26 H + HNO ←→ H2 + NO 1.26×1013 0.0 2000
27 O + HNO ←→ OH + NO 5.0×1011 0.5 1000
28 OH + HNO ←→ H2O + NO 1.26×1012 0.5 1000
29 H + NO2 ←→ OH + NO 3.5×1014 0.0 740
30 O + NO2 ←→ O2 + NO 1.0×1013 0.0 300
31 HO2 + NO ←→ OH + NO2 2.09×1012 0.0 -240

Third body efficiencies for all the termolecular reactions are
2.5 for M = H2, 16.25 for M = H2O, 3.8 for M = CO2,

and 1.0 for all other M.
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Lennard-Jones Potentials

Table D.1: Lennard-Jones 12-6 Potentials for various gases [174, 40].

Substance σ,
◦
A ε/kB

Air Air 3.711 78.6
CO Carbon monoxide 3.690 91.7
CO2 Carbon dioxide 3.941 195.2
H Hydrogen 2.070 37.0
H2 Hydrogen 2.827 59.7
OH Hydroxide 3.147 79.8
H2O Water (gas) 2.800 260.0
H2O2 Hydrogen peroxide 4.196 289.3
HO2 Hydroperoxo 3.068 168.0
NO Nitric oxide 3.470 119.0
N Nitrogen 3.798 71.4
N2 Nitrogen 3.798 71.4
NO2 Nitrogen oxide 3.798 71.4
HNO Nitrosyl hydride 3.798 71.4
N2O Nitrous oxide 3.828 232.4
O Oxygen 3.050 106.7
O2 Oxygen 3.467 106.7
Ar Argon 3.42 124.0
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Test Cases

The parabolized Navier-Stokes solver,sm3d, described in Chapter 2 was used to solve

a set of eight test case flow problems, which are presented in this Appendix. The com-

putational results for these test cases are compared with experimental and computational

results from the published literature and show that the phenomenological models that

were implemented into the solver were done so correctly. The variety of the test cases

demonstrates that the solver is a robust, versatile and efficient flow solver for a variety of

supersonic and hypersonic flows in all dimensions of space. Computation execution times

are shown for each test case at the end of the Appendix, where the times are quoted for

running the problems on a single processor of a Silicon Graphics Origin 2000 Rack (see

Appendix G). This computer is currently the primary super-computer at The University of

Queensland. These timing results show that the discretization and integration techniques

used, were adequate for computing complex flows in a reasonable amount of time, thus

making the solver practical for implementation in a design optimization algorithm.

Each test case is presented with a brief description of the problem, a listing of the

computational setup used for the problem, and a discussion of the computational results.

In order to make the description of the computational setup as succinct as possible, a list-

ing of the parameter file and computation macros is presented, which were used by the

flow solver at run time to configure the problem. The parameter file contains integration

information, grid size and geometry, and the free-stream inflow condition. A line by line

description of each entry in the parameter file is given in Appendix F. The computation

macros define the type of simulation to be performed and the clustering of the computa-

tional grid.

A brief synopsis of the test cases presented in this Appendix is given below before

discussing the details and results of each case:

E.1 The first test case was a flat plate boundary layer. This is a simple case that demon-

strates the solver’s ability to correctly resolve laminar boundary layers despite the

Mach number being less than 1 for a significant part of the boundary layer. The
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pressure splitting of Vigneronet al. [228] was also shown to be correctly applied

and does not compromise the accuracy of the solution.

E.2 The second test cases consisted of modelling boundary layer/shock interactions for

hypersonic flow past a compression corner. This case demonstrates the solver’s

ability to accurately resolve viscous boundary layers, and shows that it is capable

of adequately capturing shocks without any user tuning.

E.3 Cross-flow separation of a boundary layer on the leeward side of a cone at an angle

of attack was simulated in the third case. The cone flow is highly three-dimensional

and exhibits a high degree of inviscid and viscous interaction. The successful flow

calculation demonstrates the robustness of the solver.

E.4 The accuracy of the solver for estimating cross-flow separation was further tested

in the fourth test case, where supersonic flow over two intersecting compression

wedges was simulated. The wedges generate embedded shocks that interact with

the boundary layers forming on the surfaces of the wedges and cause downstream

separation.

E.5 The versatility of the B-Spline surfaces was demonstrated in the fifth test case by

simulating the flow through a complex three-dimensional scramjet design. Com-

bustion was simulated in the scramjet by adding heat through an energy source

term in the governing equations.

E.6 Combustion was then accurately modelled in the sixth case by employing the solver’s

algorithms for modelling finite-rate chemical reactions and thermodynamic equilib-

rium. The finite-rate kinetics of hydrogen burning in air was simulated in the su-

personic flow of a constant area duct. Explicit time stepping based on a finite-rate

reaction time scale was shown to be stable and practical.

E.7 The solver’s algebraic turbulence model of Baldwin & Lomax [20] was exercised

in the seventh test case by simulating the turbulent flow over a two-dimensional

flap. The test case shows that the simple algebraic turbulence model of Baldwin

& Lomax can produce reasonable approximations of viscous fluxes within turbu-

lent boundary layers in the presence of a high degree of inviscid and viscous flow

interaction.

E.8 The final test case tests the solver’s axisymmetric implementation of the parabolized

Navier-Stokes equations by simulating the supersonic viscous flow over a cylinder.

The good comparison of the simulation results with the results of a spectral colloca-

tion boundary layer algorithm verifies that the parabolized Navier-Stokes equations

were implemented correctly.



E.1 Flat Plate Boundary Layer 235

E.1 Flat Plate Boundary Layer

A simple case to test the implementation of the PNS equation set for modelling viscous

flow, is a two-dimensional flat plate laminar boundary layer as shown in Fig. E.1. The

case chosen consists of a 1.0 m flat plate aligned with a uniform Mach 2 flow. The gas

was considered calorically perfect withγ = 1.4, R = 287 J/kg/K and a constant Prandtl

number of 0.72. The computational domain, as shown in Fig. E.2, was shaped to include

the leading-edge interaction shock (LEIS). The domain was divided into1000×100 cells

Figure E.1: Boundary layer along a flat plate with M = 2.0 andReL = 1.65 × 105

.
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Figure E.2: 1000 × 100 grid joining the cell centres (every 5th cell in the x-direction shown).

and the dimension calculation macro switch was set to two-dimensions (DIMENSION 2).

The cells were clustered towards the plate surface with a clustering value of 1.01 and also

towards the inlet plane with a clustering value of 1.1 (see Section 2.14).



236 Test Cases

The supersonic free-stream conditions of

ρ = 0.0404 kg/m3, ux = 597.3 m/s, uy = uz = 0.0 m/s,

p∞ = 2574 Pa, T∞ = 222 K, Twall = 222 K,

M = 2, ReL = 1.65× 105

were applied at the inlet plane. The South boundary condition, or plate surface, was set

to be a no-slip wall with a constant temperature of 222 K. The East and West boundaries

were set to solid walls with inviscid (slip) tangency conditions. The correct setting of

the East & West boundaries is not essential when the two-dimensional macro is set since

they are automatically set regardless of the user settings. The North boundary was set to

a supersonic inflow condition.

All of this flow data and integration data is shown in the parameter file as:

VISCOUS Flat Plate Boundary Layer Flow
1001 case_id
0.25 350 0.0001 CFL, max_t_steps, tolerance
2 7 0.8 Xorder, i_supress, p_safety
0.0 0.001 1.0 1000 Xi_0, dXi, X_max, max_x_steps
0.005 dXi_plot
1 slice_ident
100 2 nny, nnz
0 10 smooth_grid, smooth_iter
1 3 5 3 bc_N, E, S, W
222.0 222.0 222.0 222.0 Twall_N, E, S, W
0.0404 597.3 0.0 0.0 1.59285e5 free-stream rho, ux, uy, uz, e
0 0 1 use_B_spline, Bezier_box, 2d format
2 np
0.0 0.0 0 A
0.0 0.06 B
1.0 0.0 1 A
1.0 0.7 B

The macros of the header file are:

#define DIMENSION 2
#define VISC 1
#define TURB 0
#define CHEM 0
#define FROZEN 0
#define ADD_HEAT 0
#define N_SP 1
#define N_RE 1
#define BETA_X_START 1.1
#define BETA_X_END 0.0
#define BETA_Y_TOP 0.0
#define BETA_Y_BOTTOM 1.01
#define BETA_Z_LEFT 0.0
#define BETA_Z_RIGHT 0.0
#define TYPE_of_GAS PERF_AIR_14
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Figure E.3: Pressure contours for the flat plate.

A pressure contour plot of the solution produced by the solver is shown in Fig. E.3.

The only apparent feature is the weak shock propagating into the flow from the leading

edge of the plate. However, a boundary layer develops along the plate and attains a total

thickness of approximately 5 mm by the end of the plate. Figure E.4 compares thex-

velocity and temperature profiles atx = 0.9415 m with profiles computed by a highly

accurate boundary layer algorithm which is based on a spectral collocation method [172].

There is agreement to within 1.4% for velocity between the two solutions which, together

with the LEIS resolution, verifies that the numerical scheme correctly captures the weak

shock and resolves the viscous and heat fluxes.
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Figure E.4: Comparison of thesm 3d solution (circles) with a spectral solution (solid line). (a)
x-velocity profile atx = 0.9415 m; (b) temperature profile at the same location.
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E.2 Hypersonic Flow Past a Compression Corner

The second test case consisted of simulating two-dimensional hypersonic flow past a com-

pression corner which exhibits shock and boundary layer interaction. The problem con-

sists of a flat plate connected to a15◦ ramp in Mach 15 free-stream flow as shown in Fig.

E.5.

Figure E.5: flow-field and grid for a hypersonic compression corner.

The inflow conditions are,

ρ∞ = 4.832× 10−4 kg/m3, ux = 2401.56 m/s, uy = uz = 0.0 m/s,

p∞ = 10 Pa, T∞ = 72.2 K, Twall = 297 K,

M = 14.1 , ReL = 1.04× 105,

and the horizontal plate length, L, is 0.439m. This flow-field was studied experimentally

by Holden & Moselle in 1969 [91]. They made measurements of static pressure, heat

transfer, and skin friction at various points along the flat plate and ramp. The predominant

feature of the flow is the interaction of the leading edge incident shock forming off the

start of the flat plate, and the shock induced by the 15◦ incline. These two shocks combine

to form a single shock, a contact surface, and an expansion fan as shown in Fig. E.5.

The computational domain was discretized with2000 × 90 cells that were clustered

towards the wall. The parameter file and calculation macros are as follows:

VISCOUS 2D Hypersonic laminar flow over a 15deg compression ramp
1002 case_id
0.45 600 0.0001 CFL, max_t_steps, tolerance
2 10 0.75 Xorder, i_supress, p_safety
0.0 0.0005 1.0 2000 Xi_0, dXi, X_max, max_x_steps
0.005 dXi_plot
1 slice_ident
90 2 nny, nnz
0 0 smooth_grid, smooth_iter
1 3 5 3 bc_N, E, S, W
297.0 297.0 297.0 297.0 Twall_N, E, S, W
4.832e-4 2401.56 0.0 0.0 51803.5 free-stream rho, ux, uy, uz, e
0 0 1 B_spline, Bezier_box, 2d format
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4 np
0.000 0.0 0 A
0.000 0.075 B
0.439 0.0 1 A
0.439 0.11495 B
0.730 0.077973 2 A
0.730 0.179 B
0.900 0.1235 2 A
0.900 0.203310 B

#define DIMENSION 2
#define VISC 1
#define TURB 0
#define CHEM 0
#define FROZEN 0
#define ADD_HEAT 0
#define N_SP 1
#define N_RE 1
#define BETA_X_START 0.0
#define BETA_X_END 0.0
#define BETA_Y_TOP 0.0
#define BETA_Y_BOTTOM 1.04
#define BETA_Z_LEFT 0.0
#define BETA_Z_RIGHT 0.0
#define TYPE_of_GAS PERF_AIR_14

Contour plots of Mach number and pressure for the flow solution over the compres-

sion ramp are shown in Fig. E.6. All of the flow features observed in the experiments by

Holden & Moselle in 1969 [91] are well resolved in the computational solution. However,

the computed shock formed by the compression corner shows a failing in the approxi-

mate Riemann solver used to calculate the inviscid fluxes (see Section 2.11.4). A small

amount of non-physical oscillation can be seen propagating downstream of the shock in

Fig. E.6(b), indicating that the Osher type approximate Riemann solver [107] is not very

dissipative. A more dissipative flux solver could have been used to reduce this oscillation,

however, the extra dissipation would cause inaccuracies within the boundary layer regions

which is an important concern for this thesis.

The computational surface pressure,Cp, and heat transfer,Ch, coefficients were cal-

culated along the wall for comparison with experimental data, where the coefficients are

defined by the relations,

Cp =
p

1

2
ρ∞u2

∞

, and Ch =

k
∂T

∂y
sec θ

ρ∞u∞[(e+
p

ρ
+
u2

2
)∞ − (e+

p

ρ
)wall]

. (E.1)

The slope of the wall where each coefficient is evaluated is equal to the angleθ. The

calculated coefficients are compared with the experimental data of Holden and Moselle

[91] in Fig. E.7.
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A slight over-estimation relative to the experimental data is observed, however, this

is consistent with other numerical simulations of the same problem [99, 126, 132, 202].

This difference has been attributed to incorrect free-stream data that was originally used

by Holden & Moselle to compute the experimental coefficients [189]. Comparisons have

been made using revised experimental data, where the free-stream conditions were re-

computed using tunnel calibration data rather than using Pitot-tube measurements [190].

These comparisons show a substantial improvement in the agreement between the com-

puted flow solution and experimental results.

The inability of the PNS equations to account for the upstream propagation of infor-

mation in subsonic flow is demonstrated by the computed surface pressure coefficient at

the corner of the ramp. The experimental coefficients show an increase in pressure before

the ramp (x/L<1.0) whereas the computational results do not show any increase until the

ramp. The reason for the early increase in the experimental results is an upstream in-
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Figure E.6: Contours of (a) Mach number and (b) static pressure for the 15◦ hypersonic compres-
sion ramp showing all the flow features described in Fig. E.5.
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Figure E.7: Comparison of (a) computed pressure coefficients and (b) heat transfer coefficients
(solid line) with Holden and Moselle’s data [91](circles).

fluence of the ramp through the boundary layer, which is not physically realisable when

using the PNS equations. Despite this inadequacy, the PNS solver produced reasonable

results before and after the corner. Better agreement has been obtained for this test case in

the corner region using a flow solver based on the full Navier-Stokes equations [190, 99].
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E.3 Viscous Hypersonic Flow Over a Cone at an Angle of

Attack

The experiment performed by Tracy [225] was used as the third test case and involves

viscous hypersonic flow over a cone at an angle of attack. The cone has a 10◦ half angle

cone with an axial length of 0.3048 m and is positioned at a 24◦ angle of attack in Mach

7.95 flow (Fig. E.8).

Figure E.8: Cone at an angle of attack in a hypersonic flow.

The free-stream conditions are,

ρ∞ = 0.01254 kg/m3, ux = 1083.57 m/s, uy = 482.44 m/s, uz = 0.0 m/s,

p∞ = 199.4 Pa, T∞ = 55.4 K, Twall = 309.8 K,

M = 7.95 , ReL = 1.25× 106,

and the wall temperature of the cone was fixed as 309.8 K. The cone axis is aligned with

the x axis in computational space and the flow is angled at 24◦ to the cone axis in an

upward direction (moving in a positive direction along the y-axis). The bottom half of the

cone is the windward side and the top half the leeward side.

The high angle of attack results in a complex flow pattern forming around the cone

making it a challenging problem for the solver. A conical shock forms around the body

of the cone and weakens as the flow moves around to the leeward side. On the surface of

the cone, a laminar boundary layer forms from the stagnated conditions on the windward

side. As the boundary layer develops around the circumference of the cone, it thickens

due to the expanding external flow that is accelerating to supersonic speeds. The two

boundary layers meet at the top of the leeward side where they eventually separate as the

flow moves down the length of the cone. The displacement thickness of the separation

region grows in size and in doing so moves the leeward side of the conical shock further

away from the surface. A secondary shock also forms around the separation region to
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provide the transition to subsonic speeds.

The computational grid used for this test case consisted of 50 cells normal to the

surface and 56 cells around half of the circumference (from windward symmetry plane

to leeward symmetry plane). Twenty thousand axial slices were used to discretize the

computational domain axially, and these slices were clustered towards the nose. The

cells were also clustered towards the surface. The grid was “wrapped” around half of the

surface of the cone such that the outer windward corner of the grid was bounded by a 13o

ray from the nose, and the leeward corner was bounded by a 35o ray. To avoid the grid

discontinuity at the nose of the cone, the simulation was started at an axial position of

x = 0.015 m. A yz cross-flow plane of the grid is shown in Fig. E.9.
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Figure E.9: Cone computational grid for cross-flow plane (grid formed from cell centres).

Conical coordinates are used to display the profile of the grid where,

θy,z =
y, z

R
arctan

R

x
and R =

√
y2 + z2 .

The parameter file and calculation macros for the cone problem are as follows:
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Viscous 10 degree cone from Tracy 1963
1003 case_id
0.25 300 0.0001 CFL, max_t_steps, tolerance
2 10 0.75 Xorder, i_supress, p_safety
0.0 0.00005 1.0 20000 Xi_0, dXi, X_max, max_x_steps
0.005 dXi_plot
1 slice_ident
50 56 nny, nnz
0 10 smooth_grid, smooth_iter
5 3 1 3 bc_N, E, S, W
309.8 309.8 309.8 309.8 Twall_N, E, S, W
0.01254 1083.57 482.44 0.0 39749.5 free-stream rho, ux, uy, uz, e
0 0 0 B_spline, Bezier_box, 2d format

#define DIMENSION 3
#define VISC 1
#define TURB 0
#define CHEM 0
#define FROZEN 0
#define ADD_HEAT 0
#define N_SP 1
#define N_RE 1
#define BETA_X_START 1.1
#define BETA_X_END 0.0
#define BETA_Y_TOP 1.25
#define BETA_Y_BOTTOM 0.0
#define BETA_Z_LEFT 0.0
#define BETA_Z_RIGHT 0.0
#define TYPE_of_GAS PERF_AIR_14

The surface circumferential pressure distribution atx/L = 0.333 is shown in Fig. E.10 .

Tracy’s experimental measurements [225] are also shown for comparison. Good agree-

ment is shown between the computed solution and Tracy’s data.

The experiments of Tracy [225] also included a cross-sectional Pitot survey of the

flow to determine shock wave positions and the edges of boundary layers. The Pitot

survey was performed along surface normals at a position 86.3 mm from the apex of the

cone. A computational slice was taken in a plane perpendicular to the axis whose axial

location bisects the experimental rays. The computational Mach contours on this plane

are shown in Fig. E.11, along with Tracy’s experimental results. Again, the computational

results are in good agreement with the experimental results.
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E.4 Viscous Supersonic Flow Over a Double Wedge

This test case consists of Mach 3 air flow over a corner formed by two intersecting wedges

of 91
2

◦
half-angle. It was studied experimentally by West & Korkegi [235] over a range

of Reynolds numbers that produced laminar, transitional and turbulent flow. The predom-

inant flow features they observed were two wedge shocks, two embedded shocks and a

corner shock. The embedded shocks interacted with the boundary layers forming on the

surfaces of the wedges and caused downstream cross-flow separation. A diagram of the

experiment is shown in Fig. E.12 along with a representation of the predominant flow

features in a cross-stream flow plane. The laminar test flow conditions used in the experi-

Figure E.12: Experimental apparatus and cross-stream flow structure for the double wedge.

ments of West & Korkegi showed a larger cross-flow separation region than the turbulent

conditions. For this reason, the laminar conditions were used for the test case. The lami-

nar inflow conditions used were,

ρ∞ = 0.03634 kg/m3, ux = 616.2 m/s, uy = uz = 0.0 m/s,

p∞ = 100 kPa, T∞ = 105 K, Twall = 294 K,

M = 3.0 , ReL = 2.273× 105,

and the wall temperature of the wedges was 294.0 K.

The axial length of the computational domain was set to 0.0724 m which is where

the experimental measurements of static wall pressure were made. The computational

domain was discretized using a grid of 61 cells in both they andz directions and 5000

cells in the axial direction. The width of each wedge was set to 0.0845 m. The parameter

file and calculation macros for the wedge problem are as follows:

3D Corner flow test case from West & Korkegi 72 and Kamath 89
1004 case_id
0.4 300 0.0001 CFL, max_t_steps, tolerance
2 3 0.75 Xorder, i_supress, p_safety
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0.0 0.0002 1.0 5000 Xi_0, dXi, X_max, max_x_steps
0.005 dXi_plot
1 slice_ident
61 61 nny, nnz
0 10 smooth_grid, smooth_iter
3 3 5 5 bc_N, E, S, W
294.0 294.0 294.0 294.0 Twall_N, E, S, W
0.03634 616.2 0.0 0.0 75337.5 free-stream rho, ux, uy, uz, e
0 0 0 B_spline, Bezier_box, 2d format
2 np
0.0 0.0 0.08449 0 A
0.0 0.08449 0.08449 B
0.0 0.08449 0.0 C
0.0 0.0 0.0 D
0.07243 0.01209 0.08449 1 A
0.07243 0.08449 0.08449 B
0.07243 0.08449 0.01209 C
0.07243 0.01209 0.01209 D

#define DIMENSION 3
#define VISC 1
#define TURB 0
#define CHEM 0
#define FROZEN 0
#define ADD_HEAT 0
#define N_SP 1
#define N_RE 1
#define BETA_X_START 1.2
#define BETA_X_END 0.0
#define BETA_Y_TOP 0.0
#define BETA_Y_BOTTOM 1.03
#define BETA_Z_LEFT 1.03
#define BETA_Z_RIGHT 0.0
#define TYPE_of_GAS PERF_AIR_14

Figure E.13 shows the computed cross-stream wall pressure at an axial distance of

0.0724 m compared to the experimental results of West & Korkegi. The wall pressure

shown on the vertical axis is normalized by the theoretical pressure developed behind an

oblique shock generated from a two-dimensional91
2

◦ wedge in Mach 3 flow (2168 Pa).

The computed pressure asymptotes to the two-dimensional wedge pressure far from the

corner, as would be expected, and the overall pressure distribution compares reasonably

well with the experimental results. The computational result is very similar to other pub-

lished results obtained with a PNS solver [117]. A cross-stream contour plot of density

for an axial position of 0.0724 m is also shown in Fig. E.14. All the shocks associ-

ated with the three-dimensional corner flow can be clearly identified and the cross-stream

separation of the boundary layer due to the adverse pressure gradient is resolved.
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E.5 Flow Through a Three-Dimensional Scramjet

A three-dimensional scramjet design with a complex internal structure was used for the

fifth test case. A three-dimensional grid was generated for the internal structure using

B-Spline surfaces. The scramjet module being considered for this test case was built and

tested [234] in the T4 shock tunnel [207]. The module is one of six that are proposed to

be placed circumferentially around a body which has a conical forebody as shown in Fig.

E.15. This idea is similar to the SCRAM-MOD-1 missile design proposed by Billig [28].

Figure E.15: Baseline design for the scramjet-powered stage of a missile. The conical forebody
and the scramjet modules are shown with the cowl removed.

The complexities of the internal surfaces are a result of the shape transitions in the

inlet, combustor, and expansion nozzle. The front projection of each inlet occupies a

sector of a circle, while the rear projection of each inlet is circular. The same applies for

the exhaust duct but in reverse.

The surfaces required to achieve these transitions were defined as four B-Spline sur-

faces which were fitted using data obtained from the construction plans for the module.

The B-Spline surfaces and associated control net files were generated using the software

in reference [44]. The control net files were then used bysm3dto generate the computa-

tional grid as shown in Fig. E.16.

The inlet flow condition for the simulation was selected to approximate the experi-

mental flow condition used in Wendtet al.’s experimental study [234]. The air test gas

was assumed to be perfect with gas constantsR = 287 J/kg/K andγ = 1.4. Gas enters
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Figure E.16: Exterior surface of the computational grid for the three-dimensional scramjet test
case constructed from B-spline surfaces. Also shown are the lines on which static pressure was
measured.

the compression inlet with the following properties:

ρ∞ = 0.085 kg/m3, ux = 2375 m/s, uy = 0.0 m/s, uz = 0.0 m/s,

p∞ = 10.0 kPa, T∞ = 410 K, and M = 5.85 .

The flow enters the inlet at an angle of0.5◦ to the leading edge surface such that a weak

shock forms. Energy was uniformly added to a block of cells to simulate hydrogen com-

bustion by adding energy to the flow through an energy source term in the governing

equations (see Eq. 2.5). The location of the heating zone was centred onx = 0.325

m with a half-length of0.025 m. Within this heating zone,0.9 MJ/s was added to the

flow giving an effective equivalence ratio of 0.43 for an effective fuel heating value of

80 MJ/kg for gaseous hydrogen. This heating value was obtained from Fig. 6-4-2 in

reference [17] assuming an average combustor temperature of 1800 K.

The input parameter file and macros used are as follows:

Composite Scramjet Module with B-spline surface, heat added
1005 case_id
0.1 200 0.0001 CFL, max_t_steps, tolerance
2 3 0.75 Xorder, i_supress, p_safety
0.0 0.002 1.0 500 Xi_0, dXi, Xi_max, max_x_steps
0.005 dXi_plot
1 slice_ident
20 20 nny, nnz
1 10 smooth_grid, smooth_iter
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3 3 3 3 bc_N, E, S, W
296.0 296.0 296.0 296.0 Twall_N, E, S, W
0.0850 2480.0 318.5 0.0 2.942e5 free_stream rho, ux, uy, uz, e
1 0 0 use_B_spline, Bezier_box, 2d format

#define DIMENSION 3
#define VISC 0
#define TURB 0
#define CMUTM 0
#define CHEM 0
#define FROZEN 0
#define ADD_HEAT 1
#define N_SP 1
#define N_RE 1
#define BETA_X_START 0.0
#define BETA_X_END 0.0
#define BETA_Y_TOP 0.0
#define BETA_Y_BOTTOM 0.0
#define BETA_Z_LEFT 0.0
#define BETA_Z_RIGHT 0.0
#define TYPE_of_GAS PERF_AIR_14

Figure E.17 shows a comparison of the simulated and measured wall pressures within

the scramjet module with heat addition. The set of experimental data is for a nominal

fuel equivalence ratio of approximately 0.5. Despite a number of differences in detail,

the comparison between the experimental data of Wendtet al. [234] and the computed
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Figure E.17: Comparison of simulated and measured wall pressures within the scramjet module
with heat addition. The symbols denote measured pressures and the lines represent the computa-
tional pressures along the lines indicated in Fig. E.16.
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pressure levels is reasonable. Viscous and turbulence effects were not included in the

simulations. These effects can be expected to influence the data toward the end of the

compression inlet (x ' 0.2 m), within the combustor, and near the beginning of the thrust

nozzle (x ' 0.75 m).

E.6 Hydrogen Combustion in a Scramjet Combustor

Supersonic hydrogen/air ignition and combustion in a constant area duct was used as the

sixth test case for the finite-rate chemistry functions implemented withinsm3d. The test

conditions were taken from the manual for the chemical kinetics code, NASAC, written by

Bittker and Scullin [29]. The NASAC code is a fully implicit code that uses set values for

heats of reactions, rather than using formation enthalpies to determine the energy released

or consumed in a particular reaction (as is the case insm3d).

The air and hydrogen were assumed to be perfectly mixed in a stoichiometric ratio of

1. The initial conditions of the mixture entering the duct were,

ρ = 0.15628 kg/m3, u = 4551.7 m/s, e = 1.711× 106 J/kg,

p = 0.9686× 106 Pa, T = 1559K and M = 5.04 .

The ignition and combustion process was modelled with 15 possible reaction paths and 9

species [29] (see Table C.3). A computational domain of 4000 axial cells, with a minimum

of 2 cells in both theη andζ directions was used as an approximation of a one-dimensional

flow domain. The cells were spread out over 760 mm to capture the entire combustion

process up to its equilibrium state.

The parameter file and macros used for this test case were,

Hydrogen combustion in a constant area duct
1006 case_id
0.1 300 0.0001 CFL, max_t_steps, tolerance
2 1 1.0 Xorder, i_supress, p_safety
0.0 0.00025 1.0 4000 Xi_0, dXi, X_max, max_x_steps
0.002 dXi_plot
1 slice_ident
2 2 nny, nnz
0 0 smooth_grid, smooth_iter
3 3 3 3 bc_N, E, S, W
297.0 297.0 297.0 297.0 Twall_N, E, S, W
1.56283e-1 4551.73 0.0 0.0 1.711086e6 free-stream rho, ux, uy, uz, e
0 0 1 use_B_spline, Bezier_box, 2d format
2 np
0.0 0.0 0 A
0.0 2.0 B
0.76 0.0 1 A
0.76 2.0 B
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#define DIMENSION 2
#define VISC 0
#define TURB 0
#define CMUTM 0
#define CHEM 1
#define FROZEN 0
#define ADD_HEAT 0
#define N_SP 9
#define N_RE 15
#define BETA_X_START 0.0
#define BETA_X_END 0.0
#define BETA_Y_TOP 0.0
#define BETA_Y_BOTTOM 0.0
#define BETA_Z_LEFT 0.0
#define BETA_Z_RIGHT 0.0
#define TYPE_of_GAS NON_EQ

The steady state species mass fractions calculated usingsm3dand NASAC are shown

in Fig. E.18. The figure shows a good comparison between the solutions of the two
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Figure E.18: Species mass fractions along a constant area duct resulting from hydrogen combus-
tion in air. The lines represent the results obtained fromsm3d, and the symbols represent results
from NASAC [29].

codes. The calculated steady state flow variables at the end of the duct are given in Table

E.1 alongside the inflow conditions for comparison.
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Table E.1: Inflow and exit, steady state flow variables for the hydrogen combustion test case
presented in the NASAC manual [29].

Inflow Conditions Steady State Exit Conditions
NASAC sm3d

u, (m/s) 4551.7 4440.8 4441.6
ρ, kg/m3 0.15628 0.16018 0.16012
p, kPa 96.8 175.7 175.5
T, K 1559 3016 3015
M 5.04 3.78 3.79

E.7 Turbulent Two-Dimensional Flow over a Flap

The seventh test case is from the hypersonic, turbulent boundary layer experiments per-

formed by Coleman & Stollery [42] and was used to test the solver’s implementation of

the Baldwin & Lomax turbulence model [20]. The experiment consisted of a sharp flat

plate with a trailing edge flap as shown in Fig. E.19. The trailing edge flap was hinged

Figure E.19: Two-dimensional flat plate and flap used for hypersonic turbulent flow experiments
of Coleman & Stollery [42].

so that several corner angles could be studied. The experimental results for a flap angle

of 30◦ were used for the current test case because it was the largest angle that could be set

before the flow separated. The test gas was low temperature air issuing from a hypersonic

gun tunnel. The simulated inflow conditions were,

ρ∞ = 0.15094 kg/m3, ux = 1424.87 m/s, uy = 0.0 m/s, uz = 0.0 m/s,

p∞ = 2.608 kPa, T∞ = 59.4 K, Twall = 295 K,

M = 9.22 , and ReL = 3.06× 107.

The computations were performed assuming a turbulent boundary layer from the lead-

ing edge of the plate to the end of the trailing edge flap. The wall temperature was set

at a constant 295 K. Due to the strong interaction of the developed boundary layer and
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the shock emanating from the flap, the computations were performed in stages using two

grids. The first grid was used to simulate the growth of turbulent boundary layer along the

flat plate up to the flap. The second grid was used to simulate the flow over the trailing

edge flap. A larger number of axial cells were used for the flap grid to maintain the sta-

bility of the computations. The two grids are shown in Fig. E.20. A clustering parameter

-0.5 -0.4 -0.3 -0.2 -0.1 0.0
0.00

0.05y, m

x, m

Figure E.20: Two-dimensional grids used for the hypersonic turbulent two-dimensional flow over
a flap test case (grid formed from cell centres).

of 1.001 was used for cells next to the wall in both grids. This strong clustering ensured

that they+ value of the cells nearest to the wall remained less than 7.3.

The parameter files and macro settings used for this test case are,

Turbulent Hypersonic Boundary flow over a 30 deg Flap - str
1007 case_id
0.4 400 0.0001 CFL, max_t_steps, tolerance
2 5 0.75 Xorder, i_supress, p_safety
0.0 0.0001 1.0 10000 Xi_0, dXi, X_max, max_x_steps
0.005 dXi_plot
1 slice_ident
60 2 nny, nnz
0 0 smooth_grid, smooth_iter
1 3 5 3 bc_N, E, S, W
295.0 295.0 295.0 295.0 Twall_N, E, S, W
0.1529 1424.9 0.0 0.0 42648.2 free-stream rho, ux, uy, uz, e
0 0 1 use_B_spline, Bezier_box, 2d format
2 np
-0.56 0.0 0 A
-0.56 0.03 B
0.0 0.00 1 A
0.0 0.08 B

#define DIMENSION 2
#define VISC 1
#define TURB 1
#define CMUTM 0
#define CHEM 0
#define FROZEN 0
#define ADD_HEAT 0
#define N_SP 1
#define N_RE 1
#define BETA_X_START 1.1
#define BETA_X_END 0.0
#define BETA_Y_TOP 0.0
#define BETA_Y_BOTTOM 1.001
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#define BETA_Z_LEFT 0.0
#define BETA_Z_RIGHT 0.0
#define TYPE_of_GAS PERF_AIR_14

----------------------------------------------------------------
Turb. Hypersonic Boundary flow over a 30 deg Flap - ramp section
1007 case_id
0.25 2000 0.0001 CFL, max_t_steps, closing tolerance
2 5 0.75 Xorder, i_supress, p_safety
0.0 0.00001 1.0 100000 Xi_0, dXi, X_max, max_x_steps
0.005 dXi_plot
1 slice_ident
60 2 nny, nnz
0 10 smooth_grid, smooth_iter
1 3 5 3 bc_N, E, S, W
295.0 295.0 295.0 295.0 Twall_N, E, S, W
0.1529 1424.9 0.0 0.0 42648.2 free-stream rho, ux, uy, uz, e
0 0 1 use_B_spline, Bezier_box, 2d format
2 np
0.0 0.00 0 A
0.0 0.08 B
0.075 0.0433 1 A
0.075 0.0933 B

#define DIMENSION 2
#define VISC 1
#define TURB 1
#define CMUTM 0
#define CHEM 0
#define FROZEN 0
#define ADD_HEAT 0
#define N_SP 1
#define N_RE 1
#define BETA_X_START 0.0
#define BETA_X_END 0.0
#define BETA_Y_TOP 0.0
#define BETA_Y_BOTTOM 1.001
#define BETA_Z_LEFT 0.0
#define BETA_Z_RIGHT 0.0
#define TYPE_of_GAS PERF_AIR_14

Figure E.21 compares the experimentally measured and simulated pressure and heat

transfer coefficients along the surface of the plate and flap. The surface heat transfer

coefficient is non-dimensionalized by the coefficient value at a point just upstream of the

corner. The pressure coefficient is also non-dimensionalized by the value just upstream

of the corner. The coefficient of pressure is defined by the expression,

Cp =
p

ρ∞u2
∞

,

and the heat transfer coefficient is defined by the same expression used for the compres-

sion corner case (Eq. E.1). The calculated pressure coefficients on the flap show rea-

sonable agreement with the experimental values, and the computational results approach
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the expected pressure of an inviscid solution far from the wall [231]. The computational
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Figure E.21: Compression corner flow with30◦ flap angle. The two plots show the experimental
data of Coleman & Stollery [42](symbols) compared with the computational results (lines) for (a)
surface pressure coefficient and (b) surface heat transfer coefficient.

heat transfer values as predicted using the Baldwin & Lomax turbulence model [20] are

slightly higher than those measured in the experiment of Coleman & Stollery [42]. This

is consistent with other simulations performed using the same turbulence model [95, 231]

and seems to be a function of the turbulence model rather than a problem with its imple-

mentation insm3d.
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E.8 Viscous Flow over a Cylinder

The implementation of the axisymmetric viscous terms was examined by computing the

supersonic, viscous flow over a hollow cylinder. The flow geometry consists of a hollow

cylinder aligned with thex-axis. The cylinder is 1.0 m long and has a radius of 0.005

m. A uniform Mach 2 flow of air was used as the free-stream where the uniform inflow

conditions were,

ρ∞ = 0.00404 kg/m3, ux = 597.3 m/s, uy = 0.0 m/s, uz = 0.0 m/s,

p∞ = 257.4 Pa, T∞ = 222 K, Twall = 222 K,

M = 2.0 , and ReL = 1.7× 105.

The air was assumed to be calorically perfect withγ = 1.4, R = 287 J/kg/K and a

constant Prandtl number of 0.72. The grid was shaped to capture the leading edge incident

shock (LEIS) and divided into2000× 50 cells (see Fig. E.22).
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Figure E.22: Computational grid joining cell centres, that was used for the the viscous flow over
a cylinder test case (only every tenth axial cell shown).

The South boundary, which coincides with the cylinder surface, was set to a no-slip

boundary condition with a constant temperature ofTwall = 222.0 K. The top (North)

boundary was supersonic inflow, and the remaining East and West boundaries were re-

flective boundaries. The free-stream inflow conditions and calculation macros used are

presented in the parameter file and macro listing that follows.

Viscous flow along a cylinder
1008 case_id
0.4 400 0.0001 CFL, max_t_steps, tolerance
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2 3 0.75 Xorder, i_supress, p_safety
0.0 0.0005 1.0 2000 Xi_0, dXi, X_max, max_x_steps
0.005 dXi_plot
1 slice_ident
50 2 nny, nnz
0 10 smooth_grid, smooth_iter
1 3 5 3 bc_N, E, S, W
222.0 222.0 222.0 222.0 Twall_N, E, S, W
0.00404 597.3 0.0 0.0 1.59285e5 free-stream rho, ux, uy, uz, e
0 0 1 use_B_spline, Bezier_box, 2d
2 np
0.0 0.005 0 A
0.0 0.065 B
1.0 0.005 1 A
1.0 0.705 B

#define DIMENSION 0
#define VISC 1
#define TURB 0
#define CMUTM 0
#define CHEM 0
#define FROZEN 0
#define ADD_HEAT 0
#define N_SP 1
#define N_RE 1
#define BETA_X_START 1.04
#define BETA_X_END 0.0
#define BETA_Y_TOP 0.0
#define BETA_Y_BOTTOM 1.004
#define BETA_Z_LEFT 0.0
#define BETA_Z_RIGHT 0.0
#define TYPE_of_GAS PERF_AIR_14

The pressure contour plot of the solution in Fig. E.23 shows the development of

a weak leading edge interaction shock (LEIS). Figure E.24 compares the computedx-

velocity and temperature profiles through the boundary layer at an axial location ofx =

0.916 m, with the profiles computed by a highly accurate boundary layer algorithm which

is based on a spectral collocation method [172]. The agreement is very good with a

maximum variation in axial velocity of 1.4%.



E.8 Viscous Flow over a Cylinder 261

0.00 0.25 0.50 0.75 1.00
0.00

0.25

0.50

5

5

5 6

7
9

y, m

x, m

Level p

Q 300

P 298

O 296

N 294

M 292

L 290

K 288

J 286

I 284

H 282

G 280

F 278

E 276

D 274

C 272

B 270

A 268

9 266

8 264

7 262

6 260

5 258

4 256

3 254

2 252

1 250

Figure E.23: Pressure contours for the axisymmetric flow over a cylinder.
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Figure E.24: The cross-stream (a)x-velocity profile and (b) temperature profile at an axial loca-
tion of x = 0.916 m. The sm3dsolution is shown as symbols and a spectral solution [172] is
shown as solid lines.
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E.9 Test Case Computation Times

All of the test cases were run in serial on The University of Queensland’s Silicon Graph-

ics Origin 2000 (see Appendix G). At the time of writing this study, the machine was

equipped with 64 model R10000 processors, although only one processor was used to

perform each test case. The speed of the solver running on this machine was calculated

for each case by dividing the computational time (or CPU time) by the number of cells in

the cross-stream and total number of iterations in time for each cross-stream slice. The

solver speed for each case is listed in Table E.2, and the solver configuration for each case

is summarised in Table E.3. The solver speed for the 3-D Scramjet case shows that a large

Table E.2: Computation times and speeds for all of the test cases.

Case name Mesh size CPU time Solver speed
(sec) (µs/cell/step)

Flat Plate 1000 × 100 708 46.7
Compression Corner 2000× 90 2096 42.2
Cone at Angle of Attack 1000× 50 × 56 771780 46.0
Double Wedge 5000× 61 × 61 29118 50.1
3-D Scramjet 500 × 20 × 20 177 21.9
Hydrogen Combustion 8000× 2 594 59.4
Turbulent Flap - plate 10000× 60 3365 47.6
Turbulent Flap - flap 100000× 60 11379 51.0
Viscous Cylinder 2000 × 50 186 40.0

Table E.3: Configuration of the solver when used to perform the test cases.

Case name Viscous Turbulence Finite-rate Axisymmetric
terms model chemistry terms

Flat Plate
√

Compression Corner
√

Cone at Angle of Attack
√

Double Wedge
√

3-D Scramjet
Hydrogen Combustion

√
Turbulent Flap - plate

√ √
Turbulent Flap - flap

√ √
Viscous Cylinder

√ √

increase in solver speed results when the viscous terms are dropped from the governing

equations. However, the solver speed for the hydrogen combustion case demonstrates that

this speed is lost when a complex finite-rate reaction model is introduced into the equa-

tion set. Overall, the results show that the solver speed is predominantly dependent on the

complexity of the models and equations used in the flow solver for a particular problem.
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Parameter File

The parameter file is the primary data file that defines the computational problem to be

solved by the flow solver. This appendix presents a line by line description of the contents

of a parameter file. Examples of parameter files for a set of test case problems are given

in Appendix E.

The format of the parameter file is specified using the C-language notation. A “%f”

indicates that a floating-point number is expected, while “%d” indicates an integer, and

“%s” indicates a string of characters.

line 1 %s : title string of up to 132 characters

line 2 %d : caseid, primarily used for custom geometry routines and optimization
problems.

line 3 %f %d %f :CFL, maxt steps, tolerance

– TheCFL number is a stability factor that should always be less than 0.5 (see
Section 2.13).

– max t stepsis the limit on the number of time steps permissible for any slice
of cells to reach a steady state. If this limit reached, the calculation algorithm
moves to the next downwind slice. Typicallymax t stepsis set to 200 for non-
reacting flows and 500 for reacting flows.

– tolerancespecifies the cell density steady state tolerance. A change in cell
density less thantolerancebetween time steps indicates that a steady state has
been achieved in that cell. Typically this value is set to10−4. As a consistency
check, tolerance should be decreased by an order of magnitude to see if the
solution at each slice has reached a genuine steady state.

line 4 %d %d %f :Xorder, i suppress, psafety

– Xorder specifies the order of reconstruction. A value of 1 sets low-order re-
construction (i.e. none) and a value of 2 sets high-order reconstruction.

– i suppressindicates the number of streamwise slices from the initial slice,
where the pressure gradient is set to 0 in the boundary layer to maintain sta-
bility (recommended value is 3). Used for viscous flow only.

– p safetyis the safety factor which maintains real positive eigenvalues in the
boundary layer. It is typically set between 0.75 (high viscous interactions) and
1.0 (low interactions). Used for viscous flow only (see Section 2.5).
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line 5 %f %f %f %d :Xi, dXi, Xi max, maxx steps

– Xi(= ξ) is the starting point for the calculation in normalized (computational)
coordinates0 ≤ ξ ≤ 1.0.

– dXi: streamwise step size. This should be selected to ensure that the cells do
not become too elongated.

– Xi max: a downstream limit for the calculation

– maxx steps: a limit on the number of space-marching steps

line 6 %f : dXi plot

– dXi plot is the normalized distance between slices that are written to the output
file. The data in the output file can then be picked up by the post-processing
programs and used for plotting.

line 7 %d : ident

– ident is a domain block identifier that is intended for use in the future multi-
flow-path version of the code.

line 8 %d %d :nny, nnz

– nnzandnnyare the numbers of cells in theζ andη directions respectively.

line 9 %d %d :smoothgrid, smoothiter

– smoothgrid is a switch for a Laplacian grid smoother. The grid smoother
essentially averages neighbouring points to get the new coordinates of the
point.

– smoothiter is used to set the number of Laplacian iterations.

line 10 %d %d %d %d :bc N, bc E, bc S, bcW

– These integers set the wall boundary-condition and may take the following
values:

0 : adjacent to another flow path
1 : supersonic inflow condition
2 : supersonic outflow (not used)
3 : solid wall with inviscid (slip) tangency condition
4 : solid, no-slip, adiabatic wall
5 : solid, no-slip, fixed temperature wall

line 11 %f %f %f %f : Twall N, Twall E, Twall S, TwallW

– Wall temperatures for viscous flows.

line 12 %f %f %f %f %f ;ρ, ux, uy, uz, e

– These are the free-stream flow conditions.
ρ : density in kg/m3

ux, uy, uz : velocity components in m/s

e : specific internal energy in J/kg

line 13 %d %d :useB splines, usebezierbox, 2d

– useB splinesis set to 1 to use the data from the control net files<bfn>
.q1, q2, q3, q4 to create the grid.
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– usebezierbox is set to 1 to use the point coordinates on the following lines
as control points for bezier curves that define the streamwise edges of the grid
domain.

– 2d is set to 1 for two dimensional flow cases so that the code automatically
sets thez coordinates of the three-dimensional grid.

– If both setuseB splinesandusebezierboxare set to 0 and there are no hard
coded geometries for the case being considered, the grid will be made up of
quadrilateral panels between the cross-sections that follow.

For cases where the grid is “hard-coded”, the remaining lines are not necessary in the

input file.

line 14 %d :np

– np is the number of quadrilateral cross-sections used to define the duct. Each
cross-section is defined by its corner points in 3-D space. If the2d switch is
set, only two points need to be specified inx, y space.

line 15 %f %f %f : PA.x, PA.y, PA.zare the coordinates for point A in m.

line 16 %f %f %f : PB.x, PB.y, PB.zare the coordinates for point B in m.

line 17 %f %f %f : PC.x, PC.y, PC.zare the coordinates for point C in m.

line 18 %f %f %f : PD.x, PD.y, PD.zare the coordinates for point D in m.

Note that lines 15 to 18 are repeated for eachip cross-section0 ≤ ip < np.





A P P E N D I X G

SGI Origin 2000

All of the flow simulations presented in this thesis and the majority of the code devel-

opment forsm3dwere conducted on The University of Queensland’s Silicon Graphics

Origin 2000 system (shown in Fig. G.1) running IRIX Release 6.4. The Origin 2000 at

Figure G.1: The Silicon Graphics Origin 2000 Rack.

The University of Queensland is a shared memory multiprocessor system with processors

and memory linked by a high speed switch interconnect. The Origin 2000 is currently

configured with 64 MIPS R10000 CPUs and 16 G bytes of memory. Disks attached to

the system provide 40 G byte of Raid5 for users home directorys plus 100 G byte of high

speed filesystems for applications and working space. Technical information relating to

the processors and node cards is presented in Table G.1. Additional technical information

can be obtained from the SGI world wide web site: www.sgi.com/origin/2000specs.html
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Table G.1: Detailed specifications of the Origin 2000 rack at the University of Queensalnd.

Processor Data
Microprocessor MIPS RISC R10000 64-bit CPU
Primary caches 32KB two-way set-associative on-chip instruction cache

32KB two-way set-associative on-chip data cache
Secondary cache 4MB two-way set-associative cache per CPU

Node Card
CPU capacity 2 R10000 CPUs
Memory 512MB ECC protection capacity SDRAM
HW cache coherency yes
Interleaving 32-way per node card
Memory 680MB/sec sustained
bandwidth 780MB/sec peak
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Mach 7 Nozzle Technical Drawings

Sheet Item

1 Subsonic Contraction - Dimensions

2 Subsonic Contraction - Bezier Control Points

3 Initial Expansion Insert - Dimensions

4 Initial Expansion Insert - Bezier Control Points

5 Contoured Nozzle Block - Dimensions

6 Contoured Nozzle Block - Bezier Control Points

7 Throat Shell - Dimensions

8 End Cover - Dimensions



270 Mach 7 Nozzle Technical Drawings



Mach 7 Nozzle Technical Drawings 271



272 Mach 7 Nozzle Technical Drawings



Mach 7 Nozzle Technical Drawings 273



274 Mach 7 Nozzle Technical Drawings



Mach 7 Nozzle Technical Drawings 275



276 Mach 7 Nozzle Technical Drawings



Mach 7 Nozzle Technical Drawings 277





A P P E N D I X I

Pressure Transducers and Calibration Results

Contents

• Operating guide and specifications for the PCB piezoelectric

pressure transducers

• Calibration curves for transducers 14534, 14535 and 14536

• Calibration curve for the supply cylinder pressure gauge
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Figure I.1: Calibration results for Pitot #1 : Transducer serial No. 14534. Model number 112A21.
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Figure I.2: Calibration results for Pitot #2 : Transducer serial No. 14535. Model No. 112A21.
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Figure I.3: Calibration results for Pitot #3 : Transducer serial No. 14536. Model No. 112A21.
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