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Abstract

The proportion of the overall drag force on a flight vehicle that can be attributed
to skin friction drag is much higher on hypersonic vehicles than for vehicles operat-
ing at lower speeds. Consequently, controlling skin friction drag is a major obstacle to
the successful development of an operational scramjet-powered flight vehicle. To date,
many techniques have been proposed for the reduction of skin friction. Of the many
methods available, the combustion of hydrogen in supersonic turbulent boundary lay-
ers has been experimentally, numerically and theoretically shown to be a promising
method of reducing skin friction drag in hypervelocity applications. However, one
key issue that can affect the implementation of the boundary layer combustion tech-
nique in a realistic scramjet is the presence of highly non-uniform flow entering the
combustion chamber from the inlet. The aim of this project is to investigate if and
how flow non-uniformities entering a scramjet combustor can affect the potential for
boundary layer combustion to reduce skin friction. To achieve this aim, the project is
approached experimentally and numerically.

Experiments were conducted on a circular constant-area combustor that was at-
tached downstream of a Rectangular-to-Elliptical Shape Transition (REST) inlet and an
injector designed to deliver hydrogen into the boundary layer. Using a stress wave
force balance, the integrated skin friction drag on the internal surface of the combustor
was measured for three scenarios - one, where fuel is not injected, two, where fuel is
injected but combustion is suppressed, and three, where fuel is injected and allowed to
burn. The REST inlet was used to produce flow disturbances that are typical of those
to be expected in operational scramjet inlets. When the experimental model was tested
at on- and off-design conditions, the experimentally measured drag coefficients for the
fuel-on tests were 28% - 30% lower than those for the fuel-off tests. The levels of skin
friction reduction that are measured in the current experiments are similar to those
measured in experiments conducted without a realistic scramjet inlet upstream of the
combustor, thus demonstrating that the drag reduction brought about by boundary
layer combustion is not significantly affected by the flow disturbances generated from
the REST inlet.

In addition, the experimental model was also tested with vortex generators at-
tached in the inlet. These vortex generators were used to generate flow disturbances
similar to those brought about by conventional cross-stream fuel injection techniques.



The experimental results show that the level of skin friction reduction is similar to
that measured in the tests without the vortex generators, thus demonstrating that flow
disturbances similar to those from cross-stream fuel injection in the inlet do not affect
the drag reduction potential of boundary layer combustion. These experiments also
demonstrate that the levels of drag reduction brought about by film-cooling effects are
more easily affected by flow disturbances than those brought about by boundary layer
combustion.

To support the analysis of the experiments, non-reacting RANS CFD simulations of
the internal flowfield in the experimental model were conducted using an in-house
code called Eilmer3. To facilitate the simulations of the types of flows relevant to
this study, the latest version of Wilcox’s k-ω turbulence model was implemented in
Eilmer3. However, because this version of Wilcox’s k-ωmodel has yet to be thoroughly
validated for hypersonic applications, a series of simulations had to be conducted to
validate it against test cases that have flowfields representative of those to be expected
in this project. A generally good agreement between the numerical and experimental
results is obtained for all the six cases that were tested.

Simulations of the internal flowfield in the experimental model were conducted
with varying levels of inflow disturbances to assess the levels of flow disturbances that
may be required to sweep the fuel layer out from the boundary layer. The numerical
results demonstrate that, even in the presence of strong flow disturbances, most of the
injected fuel remains in the region of the flowfield that will induce a reduction in skin
friction if the fuel burns. Additional simulations also demonstrate that for the drag
reduction potential of the boundary layer combustion technique to be realised, heat
addition must be occur in regions of the boundary layer where there are large near-
wall values of Reynolds shear stress.
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Chapter 1

Introduction

1.1 Scramjets & skin friction drag

Supersonic combustion ramjets, also known as scramjets, are airbreathing propulsion
devices that have the ability to fly at speeds of more than five times the sound speed.
Unlike the rocket, its non-airbreathing counterpart that requires a carried oxidiser to
function, a scramjet draws in air from the atmosphere for combustion and thus thrust
generation. As such, scramjets promise a more economical method for access to space
than conventional rockets within the atmosphere. However, because of its need for
air, a scramjet can operate only in Earth’s atmosphere. As a result of this limitation, a
scramjet-powered vehicle will always experience skin friction drag.

Since the advent of scramjets in the late 1950s (Ferri et al., 1964; Swithenbank, 1964;
Weber and MacKay, 1958), skin friction drag has remained as one of the few major
obstacles to the successful development of an operational scramjet vehicle. Compared
to vehicles designed for flight at lower speeds, skin friction drag is particularly signif-
icant for hypersonic flight vehicles (Anderson, 2006). Firstly, since skin friction drag
increases with flight speed, more skin friction drag occurs on hypersonic flight vehi-
cles than for vehicles travelling at lower speeds. Secondly, flight vehicles designed for
sustained hypersonic flights tend to be long and slender for pressure drag reduction
purposes. This leads to a larger wetted-surface-to-frontal-area ratio, which in turn re-
sults in the skin friction drag becoming a more significant portion of the overall vehicle
drag. Thirdly, the size and operating altitudes of hypersonic flight vehicles are likely
to be such that predominantly turbulent boundary layers can be expected on the ve-
hicle surfaces (Stalker, 2005). Turbulent boundary layers, in comparison with laminar
ones, have higher skin friction drag forces. For hypersonic flight vehicles such as wa-
veriders, Anderson (2006) predicts that the skin friction drag may constitute up to half
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of the overall vehicle drag. Similar conclusions were also found from the analysis of
experiments conducted on a quasi-axisymmetric scramjet configuration (Paull et al.,
1995).

The successful development of scramjet vehicles will depend heavily on the control
of these skin frictional drag losses (Paull et al., 1995; Weber and MacKay, 1958). To date,
many techniques have been proposed for the reduction of these viscous losses (Bush-
nell and Hefner, 1990). Of the many methods available, the tangential injection of a gas
film along a surface is a promising method of reducing viscous drag in hypervelocity
applications. This technique, commonly known as the film-cooling method, was orig-
inally used for reducing aerodynamic heating in turbine blades and other aero-engine
components (Goldstein, 1971). Dershin et al. (1967); Parthasarathy and Zakkay (1970)
and Cary and Hefner (1972) showed that by injecting a gas film with a low molecular
weight or at a momentum lower than that in the freestream (as shown in Figure 1.1a),
the local skin friction coefficient can be reduced by up to 70% of the no-injection values.
However, this large level of reduction occurs only in a small region downstream of the
injection point (usually 10 slot heights). As the gas film and mainstream flow mix, the
skin friction coefficient increases back to the “no-injection” values.

Mixing region

Turbulent
boundary layer

Expansion

Recompression
shock

Gas injected at lower momentum than 
freestream or with a lower molecular weight

10 step heights > 10 step heights

(a) Film-cooling.

Mixing region

Turbulent
boundary layer

Expansion

Recompression
shock

Combustible gas injected at lower momentum 
than freestream or with a lower molecular weight

Combustion region

10 step heights > 10 step heights

(b) Boundary layer combustion.

Figure 1.1: Tangential slot injection for the reduction of viscous drag.

In 2000, this drag reduction technique was further extended by Goyne et. al. in
the Centre for Hypersonics at The University of Queensland. As shown in Figure 1.1b,
instead of just injecting gas along the surface, hydrogen is injected into a turbulent
boundary layer that is hot enough to allow for the ignition and combustion to occur.
When hydrogen burns, the heat energy released from the combustion process increases
the temperatures in the boundary layer. The increase in temperatures decreases the
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boundary layer densities, which in turn leads to a decrease in Reynolds stresses and
an increase in boundary layer displacement thickness. Both these factors contribute to
the reduction of skin friction coefficient. The experiments of Goyne et. al. showed that
skin friction reductions of up to 80% over 100 step heights are possible when combus-
tion occurs in the boundary layer. These experiments also confirmed the preliminary
findings of the numerical simulations of Kazakov et al. (1997) that skin friction coeffi-
cient reduction can be achieved with heat addition to boundary layers. The boundary
layer combustion technique is an excellent viscous drag reduction method because it
combines the high levels of skin friction reduction brought about by the film-cooling
effect in the near-field region with those brought about by heat addition in the bound-
ary layer in the far-field regions. Furthermore, because fuel has to be burned, this
technique can also be applied in combustors, thus providing not only a possibility of
reducing viscous drag but also as a method of releasing heat in the combustor. It is also
noteworthy that, due to the high densities present in scramjet combustors, skin friction
drag in combustors can account for up to 60% of the overall engine skin friction drag
(Paull et al., 1995). As such, the most suitable place to implement the boundary layer
combustion technique is in the combustor. Subsequent experiments (Kirchhartz, 2010;
Suraweera, 2006), numerical simulations (Denman et al., 2005; Levin and Larin, 2003;
Stephensen, 2002), and theoretical analysis (Stalker, 2005) have confirmed this tech-
nique’s capability for hypervelocity skin friction drag reduction purposes.

Although skin friction reduction by boundary layer combustion has been demon-
strated experimentally, theoretically, and numerically, there still remains a question of
whether this new technology can be implemented in realistic scramjet configurations.
One key issue that can affect the implementation of the boundary layer combustion
technique in a realistic scramjet is the presence of highly non-uniform flow entering
the combustion chamber from the inlet. This flow non-uniformity, which comes in the
form of shock waves and vortices, may be able to sweep the wall fuel layer required
for boundary layer combustion into the mainstream. Many researchers involved in
the study of boundary layer combustion (Goyne et al., 2000; Kirchhartz, 2010; Rowan,
2003; Stalker et al., 2005; Suraweera, 2006) have indicated the need to investigate the ef-
fects of flow non-uniformities on this drag reduction technique. To date, there exists no
literature discussing the effects of flow non-uniformities on boundary layer combus-
tion. Although there is literature in the film-cooling industry demonstrating that shock
wave impingement (Juhany and Hunt, 1994; Kanda and Ono, 1997; Kanda et al., 1996;
Peng and Jiang, 2009; Takita and Masuya, 2000) and mainstream vorticity (Heidmann
and Ekkad, 2008) can lift the gas film off the wall, it is not indicated in these studies
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as to whether the injected gas gets convected out of the boundary layer. Therefore,
the investigation of how flow non-uniformities can affect the boundary layer combus-
tion technique is one of the crucial steps needed to bring this new technology closer to
being applied in operational hypersonic vehicles.

1.2 Aims

The main aim of this project is ...

to investigate if and how flow non-uniformities entering a scramjet combustor will
affect the potential for boundary layer combustion to reduce skin friction.

To achieve this aim, the project is approached experimentally and numerically.

Experimental approach - Experiments are conducted on a circular constant-area
combustor that is attached downstream of a realistic scramjet inlet and an injector de-
signed to inject hydrogen into the boundary layer. Using a stress wave force balance,
the integrated skin friction drag on the internal surface of the combustor is measured
for three scenarios - one, where fuel is not injected, two, where fuel is injected but
combustion is suppressed, and three, where fuel is injected and allowed to burn. The
scramjet inlet is used to produce flow disturbances that are typical of those to be ex-
pected in operational scramjet inlets. In addition, vortex generators are also used on
the inlet to simulate the vorticity generated by conventional cross-stream fuel injection
techniques.

Numerical approach - Computational Fluid Dynamics (CFD) simulations of the in-
ternal flowfield in the experimental model are conducted using an in-house CFD code
called Eilmer3 (Jacobs and Gollan, 2008). When matched to the experimental measure-
ments, these simulations can complement the experiments by revealing more insights
into the flowfield in the model. In addition, simulations are also used in this project to
quantify the level of flow non-uniformities required to affect the level of drag reduc-
tion brought about by boundary layer combustion. However, before the simulations
can be conducted, a robust and reliable turbulence model needs to be implemented in
Eilmer3. This implementation is validated against test cases that are representative of
those to be expected in the current experiments. This is done to validate the suitability
of Eilmer3 and the k-ω turbulence model for use in this project.



Outline of thesis Section 1.3 5

1.3 Outline of thesis

The thesis is organised into seven chapters. Additional technical information is in-
cluded in the appendices at the end of this thesis.

Chapter 2 - Literature Review This chapter starts with a review of the current state
of research in boundary layer combustion. This chapter is then concluded with a sum-
mary of the types of flow non-uniformities that can be encountered in scramjets and a
discussion of the possible effects that these disturbances can have on the drag reduc-
tion potential of the boundary layer combustion technique.

Chapter 3 - Details of Experiments Details of the experimental program are de-
scribed in this chapter. This includes details of the experimental model, instrumen-
tation, test facility and test conditions. The methods used for data reduction of the
pressure and drag measurements and an analysis of the experimental uncertainties are
also presented.

Chapter 4 - Details of Numerical and Analytical Tools This chapter presents de-
tails of the numerical and analytical tools used to support the analysis of the experi-
mental data. Details of the flow solver, Eilmer3, and the newly implemented k-ω tur-
bulence model are provided. Results from the validation exercise are also presented.
The chapter then continues with a summary of the turbulent skin friction theories that
are used in this project, and concludes with an example showing the application of
these theories.

Chapter 5 - Results and Discussions This chapter shows the results from the ex-
perimental program. The analysis of these results, conducted with supporting CFD
simulations and turbulent skin friction theories, are reported here.

Chapter 6 - Characterisation of the levels of flow non-uniformities needed to af-
fect boundary layer combustion This chapter presents results from the simulations
conducted to characterise the levels of flow non-uniformities required to affect bound-
ary layer combustion. The simulations include a reference case in which the freestream
vorticity is representative of that in undisturbed flow, and cases in which the levels and
location of vorticity are varied. A discussion of the implications of these results is pre-
sented.

Chapter 7 - Conclusions and Future Work This chapter concludes the thesis by
summarising the findings from Chapters 5 and 6 on how flow non-uniformities affect
the skin friction reduction brought about by boundary layer combustion. Recommen-
dations for future work are also provided.
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Chapter 2

Literature Review

This chapter starts with a review of the current state of research in boundary layer com-
bustion. This is then concluded with a summary of the types of flow non-uniformities
that can be encountered in scramjets and a discussion of the possible effects that these
disturbances can have on the drag reduction potential of the boundary layer combus-
tion technique.

2.1 Boundary layer combustion

Kazakov et al. (1997) performed numerical simulations to examine the effects on skin
friction when heat is added to a supersonic turbulent boundary layer. Two approaches
of heat addition were used - one, surface heating and two, volume heat source. It is
shown that heat addition to a turbulent boundary layer decreases the skin friction and
that for the same amount of heat supplied, volumetric heat addition is more effective
at reducing skin friction than surface heating. Kazakov et al. (1997) offer explanations,
based on Equation 2.1,

c f =
2
δ̌ Re

µ̌w

(
∂ǔ
∂y̌

)
w

(2.1)

for the reduction of skin friction when heat is added into a boundary layer from the
surface. Note that the variables δ̌, µ̌w, ǔ and y̌ in Equation 2.1 are dimensionless. In
the neighbourhood of the heat release zone, the increase of surface temperature causes
the dynamic viscosity near the surface to increase. From Equation 2.1, this causes c f

to increase. However, there is also a competing effect which causes c f to decrease in
the presence of heat addition to the boundary layer. When the boundary layer tem-
perature increases, a decrease in density also occurs. This leads to the displacement
of streamlines from surface (an increase in boundary layer displacement thickness δ),
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a decrease in the transverse velocity component gradient (δu/δy)w and hence a de-
crease in skin friction. Kazakov et al. (1997) postulate that because the increase in δ
and decrease in (∂u/∂y)w are more dominant than the increase in µw, the skin friction
coefficient tends to be decreased. In addition, Kazakov et al. (1997) argue that when
heat is added above the surface for the volume heating case, the surface dynamic vis-
cosity µw does not increase as much as when heat is added from the surface. As such,
they postulate that this explains the better reduction in skin friction seen in the vol-
ume heating case than in the surface heating case. Kazakov et al. (1997) also suggest
that there exists a “long-term memory” effect in a locally heated boundary layer - that
downstream of the heating zone, the skin friction coefficient still remains lower than
that for a case without heat addition. This is attributed to the displacement thickness
of the boundary layer not returning back to pre-heat-addition values.

In their work, Kazakov et al. (1997) state that the reduction in skin frictional drag in
the presence of heat addition to the boundary layer comes about only from decreased
densities in the boundary layer. This implies that the levels of skin friction reduction
will be the same regardless of whether the boundary layer is laminar or turbulent.
However, this is not the case, as suggested by Stalker (2005) and proven by Denman
(2007). In 2005, Stalker suggested that the Reynolds stresses play an important role in
the skin friction reduction phenomena that occurs in the presence of boundary layer
combustion. In laminar boundary layers, when the temperatures rise, the decrease
in density increases the boundary layer thickness, tending to reduce the shear stress.
However, this tendency is partially offset by the temperature-induced increase in vis-
cosity, leading only to modest reductions in skin friction. In turbulent boundary layers,
the shear stress is mainly caused by the Reynolds stresses, which play the role of viscos-
ity in the form of turbulent viscosity in turbulent boundary layers (Stalker, 2005). Since
the Reynolds stresses decrease when boundary layer temperatures increase (Denman,
2007), the effective viscosity in turbulent boundary layers tends to be reduced, rather
than increased. This, therefore, leads to larger skin friction reductions in turbulent
boundary layers than in laminar ones.

It is appropriate, at this juncture, to discuss the importance of near-wall Reynolds
stresses in their contribution to skin frictional drag. Fukagata et al. (2002) and Gomez
et al. (2009) show in their theoretical analyses that the skin friction drag is primarily
dependent on the near-wall Reynolds stresses. In their paper, Fukagata et al. (2002) de-
rive a direct relation between the skin friction coefficient and Reynolds stress distribu-
tion. For an incompressible boundary layer on a flat plate with mean zero streamwise
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pressure gradient, the skin friction coefficient c f can be obtained from Equation 2.2.

c f =
4(1− δd)

Reδ︸ ︷︷ ︸
CL

+ 2
∫ 1

0
2(1− y)(−u′v′)dy︸ ︷︷ ︸

CT

− 2
∫ 1

0
(1− y)2

(
Ix +

∂u
∂t

)
dy︸ ︷︷ ︸

CIT

(2.2)

The relation in Equation 2.2 shows that the skin friction coefficient can be split into
three contributing terms - the quasi-laminar contribution CL, the turbulent contribu-
tion CT and the inhomogeneous and transient contribution CIT. An extension of Equa-
tion 2.2 for compressible flows (as shown in Equation 2.3) is provided by Gomez et al.
(2009).

c f =
4(1− δd)

Reδ︸ ︷︷ ︸
CL

+ 4
∫ 1

0
(1− y)ρ(u′′v′′)dy︸ ︷︷ ︸

CT

+
4

Reδ

∫ 1

0
(1− y) µ

∂u
∂y

dy︸ ︷︷ ︸
CC

+
4

Reδ

∫ 1

0
(1− y) µ′

(
∂u′

∂y
+

∂v′

∂x

)
dy︸ ︷︷ ︸

CCT

− 2
∫ 1

0
(1− y)2

(
Ix +

∂ρu
∂t

)
dy︸ ︷︷ ︸

CIT

(2.3)

For compressible flat plate boundary layers, there are two contribution terms in addi-
tion to those in Equation 2.2 - the compressible contribution CC and the compressible-
turbulent interaction contribution CCT. Note that the turbulent contribution CT is es-
sentially a weighted average of the Reynolds stresses u′v′ in both Equations 2.2 and
2.3. To demonstrate how each term contributes to the skin friction coefficient, Gomez
et al. (2009) applied Equation 2.3 to analysis of the data from Direct Numerical Simu-
lations. The results from this analysis are shown in Figure 2.1. Figure 2.1a shows that
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Figure 2.1: Results from analysis of DNS data (adapted from Gomez et al., 2009).
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the Reynolds stresses contribute to at least 70% of the skin friction coefficient, while
Figure 2.1b shows that the Reynolds stresses in the near-wall region (from z+ ≈ 0 to
z+ ≈ 100) are responsible for 90% of the turbulent contribution to skin friction. Both
these results clearly show that the near-wall Reynolds stresses contribute significantly
to the skin friction in turbulent boundary layers, and that if these near-wall Reynolds
stresses are suppressed, a reduction in skin frictional drag can be achieved.

The drag reduction capabilities of the boundary layer combustion technique were
demonstrated experimentally for the first time by Goyne et al. in 2000. In their ex-
periments, as shown in Figure 2.2a, hydrogen was injected behind a backward-facing
step into a turbulent boundary layer in a 1-m long rectangular duct. Local values of
skin friction, heat transfer and static pressure were measured using an array of gauges
located along the duct. Figure 2.2b shows the experimentally measured and numeri-
cally estimated levels of skin friction coefficient reduction, where c f is the skin friction
coefficient measured when hydrogen was injected and c f n is that measured without
hydrogen injection. A value of 0 for the term “1 − c f /c f n” corresponds to no reduc-
tion in skin friction coefficient while a value of 1 corresponds to a 100% reduction. The
experimental and numerical levels of heat transfer coefficient reduction are presented
in a similar way in Figure 2.2c. These experiments demonstrate that when boundary
layer combustion occurs, a local skin friction coefficient reduction of up to 70 - 80% can
be achieved. It can be observed that the numerical simulations, which were performed
using a space-marching finite-volume solver with the k-ε turbulence model, estimate
the skin friction and heat transfer coefficients reasonably well. One of the questions
that commonly arises is the possibility of increased heat transfer to the walls in the
presence of boundary layer combustion. Interestingly, Goyne et al. (2000) show that
the measured heat transfer coefficient is lower when fuel is burned in the boundary
than when no fuel is injected. This was also observed by Takita and Masuya (2000)
in their numerical simulations. Stalker et al. (2005) postulate that this occurs because,
by virtue of Reynold’s analogy, a reduced skin friction coefficient brought about by
both the film-cooling and boundary layer combustion effects should result in a re-
duced heat transfer coefficient. However, in regions where combustion occurs in the
boundary layer, the reduction in heat transfer coefficient gets offset by the combustion-
related heat release. Figure 2.2c shows that the level of reduction in the numerically
estimated heat transfer coefficient for the combustion case deviates from that for the
combustion-suppressed case beyond 0.5 m. It is postulated that beyond 0.5 m, the ef-
fects of the heat release from combustion starts dominating the surface heat transfer
coefficient more than the effects of film-cooling brought about by the surface hydrogen
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film.

Using a Navier-Stokes solver coupled with the Cebeci-Smith algebraic turbulence
model, Larin and Levin (2001) and Levin and Larin (2003) conducted simulations to
investigate the effect of heat addition to a turbulent boundary layer. In their inves-
tigations, a bulk thermal energy source was used to model the heat addition to the
boundary layer. Their investigations reveal that the addition of bulk thermal energy
into a supersonic turbulent boundary layer results in significant amounts of skin fric-
tion drag reduction. They show that a local skin friction coefficient reduction of up to
80% and integrated skin friction coefficient reduction of up to 65% is achievable. In ad-
dition, their investigations also reveal that bulk thermal energy addition increases the
boundary layer thickness and displaces streamlines further away from the wall. An
important finding in the work of Larin and Levin (2001) is that when thermal energy
is added beyond an optimal amount, the resulting high boundary layer temperatures
limit the amount of heat addition by the combustion process, hence reducing the effec-
tiveness of skin friction drag reduction. Larin and Levin (2001) also show that when
heat is added to the boundary layer, the heat transfer to the wall increases to about
twice the amount that is estimated when no heat is added. This finding is different
from that observed in the experiments of Goyne et al. (2000), where the measured heat
transfer to the wall was lower with heat addition to the boundary layer. Because the
simulations of Larin and Levin (2001) did not account for the injection of hydrogen,
the film-cooling effects brought about by hydrogen injection that thermally protected
the surface were not present. Hence, the increase in heat transfer to the wall from the
addition of heat to the boundary layer seen in the simulations of Larin and Levin (2001)
is not unexpected.

Using the same CFD code as that used by Goyne et al. (2000), Stephensen (2002)
conducted simulations to parametrically explore the effects of mainstream and injec-
tant conditions on the effectiveness of boundary layer combustion for skin friction re-
duction. The combustion of hydrogen and oxygen was modelled using the basic NASP
13-reactions finite-rate reaction scheme (Oldenborg et al., 1990). The results indicate
that skin friction reduction appears to be slightly more effective for flows at higher
freestream Reynolds numbers, pressures and densities. The results also indicate that
higher hydrogen mass flow rates improve the levels of skin friction reduction. Two
other important observations were also made in this numerical study. Firstly, larger
reductions in skin friction can be achieved in lower freestream temperatures when
combustion occurs. Similar to the observation made by Larin and Levin (2001), it is
postulated that higher freestream temperatures limit the amount of energy released
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Figure 2.2: Experimental configuration and results (adapted from Goyne et al., 2000).
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into the boundary layer from the combustion process. Secondly, the results show that
although a thicker boundary layer does not affect the localised levels of skin friction
coefficient reduction, it brings about an earlier ignition of hydrogen in the boundary
layer. The earlier ignition of hydrogen is postulated to have been brought about by the
higher temperatures present in thicker boundary layers. This has also been observed
in the studies by Schetz and Gilreath (1967) and Kirchhartz et al. (2010).

Volchkov et al. (2002) and Perepechko (2003) demonstrated in their numerical sim-
ulations that the skin friction reduction potential of boundary layer combustion can
also be realised in subsonic flows. The simulations show that when fuel is injected
through a porous surface and allowed to burn in a subsonic turbulent boundary layer,
the skin friction coefficient decreases significantly from that predicted when no fuel is
injected. Volchkov et al. (2002) note that the reduction in skin friction in subsonic flows
is brought about by the same factors suggested by Kazakov et al. (1997) for supersonic
flows. Once again, the contribution of the reduction in Reynolds stresses to the reduc-
tion of skin frictional drag is not mentioned by Volchkov et al. (2002) and Perepechko
(2003).

In 2003, Rowan extended the research conducted on the boundary layer combustion
technique. Instead of measuring localised skin friction using individual skin friction
gauges like in the experiments of Goyne et al. (2000), a stress wave force balance was
used to measure the integrated skin friction drag on a circular constant-area combustor.
A series of 60.5 mm long injectors, one of which is shown in Figure 2.3, were used to
provide different proportions of tangential and cross-stream hydrogen injection. When
a 100% tangential fuel injection scheme was used, almost no combustion was observed
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Figure 2.3: Fuel injector and combustor design (adapted from Rowan and Paull, 2006).

within the 500 mm combustor. Rowan postulates that the boundary layer thickness
prior to fuel injection is too thin to allow for hydrogen ignition and combustion. This
observation supports the finding in the numerical studies of Stephensen (2002) that
the thickness of the boundary layer has a significant effect on the ignition of hydro-
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gen. Because no combustion occurred, the levels of skin friction reduction measured
for the 100% tangential injection tests were mainly due to the film-cooling effects of
hydrogen injection. Rowan (2003) also noted in his experiments that the level of skin
friction reduction decreases when the equivalence ratio of cross-stream hydrogen in-
jection is increased (see Figure 2.4a). Rowan (2003) attributes the decrease in skin fric-
tion reduction to be due to the increased flow disturbances brought by cross-stream
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Figure 2.4: Effects of equivalence ratio of cross-stream fuel injection and vortex generator
height on skin friction coefficient (adapted from Rowan and Paull, 2006).

fuel injection. To confirm that the detrimental effect of cross-stream injection on the
film-cooling-induced skin friction reduction is brought about by the flow disturbances
and not by combustion or mass addition, tests were conducted with an injector that
had vortex generators in place of the portholes for cross-stream injection. The vor-
tex generators were semi-pyramidal in shape and were designed to generate pairs of
counter-rotating vortices similar to those produced by the normal injection of hydro-
gen. Shown in Figure 2.4b, the trend in the measured viscous drag with increasing
vortex generator height is similar to that observed with increasing porthole equiva-
lence ratio in Figure 2.4a. This confirms that flow disturbances are responsible for the
decrease in levels of skin friction reduction brought about by film-cooling.

In 2005, Stalker proposed a theoretical method for the estimation of skin friction
and heat transfer when hydrogen is injected and burned in a supersonic turbulent
boundary layer. Prior to this, no quantitative analysis of the boundary layer combus-
tion phenomena on skin friction reduction in supersonic flows was available. Stalker
(2005) used the Shvab-Zeldovich coupling of flow variables (Zeldovich, 1951) for the
extension of Van Driest’s theory of turbulent boundary layer skin friction (Van Dri-
est, 1956) to include the injection and combustion of hydrogen in the boundary layer.
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For Stalker’s theoretical method, instantaneous and complete combustion is assumed
to occur whenever hydrogen and oxygen come in contact. Although this assumption
leads to an overprediction of the heat release, it does provide an upper limit for the
potential for skin friction drag. Stalker presented two sets of equations for the analysis
of skin friction reduction; one considering the effects of fuel injection and combustion,
and the other considering only the effects of fuel injection. Stalker’s theory neatly re-
duces to Van Driest’s theory of turbulent boundary layer skin friction when no fuel
injection is considered. Despite its approximate nature, this analysis was able to pre-
dict the experimental skin friction and heat transfer measurements presented by Goyne
et al. (2000) to within 10 - 15% error bounds, as shown in Figure 2.5. An analysis of the
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Figure 2.5: Comparison of Stalker’s theory with experimental and numerical results of Goyne
et al. (adapted from Stalker et al., 2005). The experimental configuration for these results is
shown in Figure 2.2a.

results from Stalker’s method shows that for flight velocities ranging from 2 - 6 km/s,
the skin friction coefficient is less than half of that obtained when hydrogen is not in-
jected, that there is a reduction in overall heat transfer from mainstream to the vehicle
body when the combustion heat release in air is less than the stagnation enthalpy, and
that both these benefits can be obtained with only modest hydrogen mass flows. It
is also in this paper that Stalker suggests the important role played by the Reynolds
stresses in supersonic skin friction reduction by boundary layer combustion.

Seeing the need to further research the effectiveness and further explore the effec-
tive operating range of reducing turbulent skin friction drag in hypersonic flight by
boundary layer combustion, Suraweera (2006) conducted a parametric study to inves-



16 Chapter 2 Literature Review

tigate how varying freestream flow conditions and fuel injection conditions will affect
the level of skin friction reduction by boundary layer combustion. Parameters that
were varied included the flight speed, flight altitude, fuel injection mass flow rate, fuel
injection Mach number, and flight Mach number. The experimental setup is shown
in Figure 2.6. Hydrogen was injected behind a backward-facing step into a turbulent
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Figure 2.6: Experimental setup of Suraweera (2006). Also shown is the computational domain
used by Denman (2007) for his LES simulations.

boundary layer in a 1.745 m long rectangular duct. Using the combustion-induced
pressure rise as an indicator for the amount of combustion heat release, the experi-
ments reveal that skin friction reduction increases with the amount of combustion heat
release. The experiments also show that a local skin friction coefficient reduction of
up to 70 - 80% can be achieved. In addition, the experiments also reveal that decreas-
ing the simulated flight altitude increases the level of skin friction reduction and that
increasing the fuel injection mass flows increases the ignition rate of the fuel-air mix-
ture. These experiments also reveal a few limitations of the boundary layer combustion
technique. Firstly, the skin friction reduction effect diminishes rapidly as stagnation
enthalpies approach 10 MJ/kg. It is thought that this is the same phenomena previ-
ously described by Larin and Levin (2001) and Stephensen (2002) where the highly
energised freestream flow limits the amount of heat that is released from combustion
into the boundary layer. Secondly, the skin friction reduction effect also shows signs
of diminishing as the stagnation enthalpy falls below 4.5 MJ/kg and diminishes as the
static pressure falls from 50 kPa to 15 kPa. This phenomena is thought to be associated
with a reduction in the rate at which combustion reactions take place.

In 2007, Denman conducted Large-Eddy Simulations (LES) to investigate the ef-
fects that heat addition through hydrogen combustion has on the turbulent struc-
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tures within supersonic and hypersonic boundary layers. Because the use of dynamic
subgrid-scale LES models requires no a-priori specification of model coefficients, the
LES method presents itself as a high fidelity means of studying turbulent processes
without the computational expense of Direct Numerical Simulations (DNS). In com-
parison with all previous numerical investigations of the boundary layer combustion
technique performed using the Reynolds-averaged Navier-Stokes simulations, LES
provides more insights into the turbulent mechanisms driving the skin friction re-
duction provided by the boundary layer combustion technique. Denman (2007) se-
lected a computational domain to model a small portion of the rectangular duct used
by Suraweera (2005) in his experiments. The computational domain is shown as the
hatched areas in Figure 2.6. Hydrogen combustion was modelled using two methods
- heat addition from a bulk thermal energy source and the 8-reactions finite-rate re-
action scheme of Evans and Schexnayder (1980). For simulations with the 8-reactions
finite-rate reaction scheme, the inflow was assumed to be pre-mixed hydrogen and air.
Figure 2.7 shows the instantaneous contour plots of static temperature that have been
obtained from simulations without heat addition, with bulk thermal energy addition
and with combustion modelled using a finite-rate reaction scheme. Other than show-

Figure 2.7: Instantaneous contour plot of static temperature. Flow is from left to right. (adapted
from Denman, 2007)

ing the effects of heat addition to a turbulent boundary layer, these plots also indicate
that the two approaches used to model the combustion processes produce similar re-
sults. Figure 2.8 shows a comparison of the localised skin friction coefficient that has
been obtained from the simulations of Denman (2007), the experiments of Suraweera
(2005) and the predictions from Stalker’s 2005 theory. For the case without heat ad-
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Figure 2.8: Comparison of localised skin friction coefficients (adapted from Denman, 2007).

dition, the skin friction coefficient estimated from the simulations matches that mea-
sured in Suraweera’s experiments and that predicted using Stalker’s theory. However,
for the combusting case, the numerically-estimated skin friction coefficient is higher
than the experimental measurements and theoretical predictions. Because the injec-
tion of hydrogen in Suraweera’s experiments is not correctly modelled by either the
bulk thermal energy addition method or the pre-mixed finite-rate reaction method in
Denman’s LES simulations, the possible drag reductions from the film-cooling effects
of the surface hydrogen film are not accounted for in the simulations. This explains
why the numerically-estimated skin friction coefficient values are higher than those in
the experiments and theoretical predictions. Nonetheless, the simulations still estimate
a reduction in the skin friction coefficient of about 20 - 40% when combustion occurs.
More importantly, this numerical study confirms the suggestion by Stalker (2005) of the
important role played by the Reynolds stresses in supersonic skin friction reduction by
boundary layer combustion. Figure 2.9 shows the effects of heat addition on Reynolds
shear stress with density scaling and on Reynolds shear stress without density scaling.
With heat addition, the peak Reynolds shear stress with and without density scaling
decreases from that when no heat is added. Denman (2007) postulates that a reduction
in Reynolds shear stresses limits the transport of momentum to the wall which then
reduces the wall shear stress. The reduction in peak Reynolds shear stress without
density scaling in Figure 2.9b also suggests that reductions in skin friction from the ad-
dition of heat in the boundary layer are brought about not only by changes to density,
but also by the changes in the turbulent transport properties.

Kirchhartz (2010) examined the effect of oncoming boundary layer thickness and
entropy layer on boundary layer combustion for skin friction reduction. The experi-
mental configuration used (Figure 2.10) was similar to that of Rowan (2003), in which
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Figure 2.9: Effect of heat addition on Reynolds shear stresses (adapted from Denman, 2007).

the integrated skin friction drag on the internal surface of a 500 mm constant-area com-
bustor was measured using a stress wave force balance. To investigate the effects of up-
stream boundary layer properties on boundary layer combustion, a range of different
inlets were used. Two sharp leading edge inlets with different lengths (60.5 mm and
244.5 mm) were used to study the effects of oncoming boundary layer thickness. In ad-
dition, both inlets had leading edges that could be interchanged for leading edges with
0.5 mm bluntness. For the sharp leading edge configurations, a comparison between
the tests using a 60.5 mm inlet and 244.5 mm inlet shows that combustion occurs at a
lower stagnation enthalpy when a longer inlet is used. The short inlet only produces
combustion at a stagnation enthalpy of 7.8 MJ/kg. This result supports the findings
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Figure 2.10: Experimental setup of Kirchhartz (2010).

of Rowan (2003), where no combustion occurred for tests that were conducted with a
60.5 mm inlet at stagnation enthalpies below 7.8 MJ/kg. A CFD analysis of the 60.5 mm
and 244.5 mm inlets by Kirchhartz (2007) showed that due to the higher boundary layer
temperatures, the ignition of hydrogen occurs earlier in the combustor fitted with the
longer inlet. Kirchhartz (2007) demonstrated that blunted leading edges also promote
an earlier ignition of hydrogen in the combustor. It is, however, not possible to deduce
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whether the resulting stronger shock impingement or entropy layer from the blunt-
ness is the main contributor to the improved ignition characteristics. The experiments
of Kirchhartz (2010) show that when hydrogen burns, the integrated drag coefficent re-
duces by up to 77% from that when no hydrogen was injected. Kirchhartz (2010) also
showed that the compression of the mainstream flow from boundary layer combustion
can be modelled from the resulting growth of displacement thickness. In addition,
Kirchhartz (2010) also demonstrated that by accounting for the combustion-induced
pressure rise in the combustor with the use of local similarity, Stalker’s boundary layer
combustion theory can be used to predict the skin friction drag measurements.

It is clear from this review that there has been a considerable amount of research
conducted to demonstrate the drag reduction potential of boundary layer combustion.
However, as all the experiments and simulations undertaken so far focused only on
the flow phenomena in the combustor, the effects of upstream flow disturbances were
not accounted for. As such, there are still uncertainties with regards to how flow non-
uniformities can affect the effectiveness of the boundary layer combustion technique
in reducing skin friction. Section 2.2 reviews the types of flow disturbances that can be
encountered in scramjets and discusses the possible effects that these disturbances can
have on the drag reduction potential of the boundary layer combustion technique.

2.2 Flow disturbances & their possible effects on bound-

ary layer combustion

There exist many different types of flow disturbances in realistic scramjet flowfields.
Figure 2.11 shows a summary of the types of flow disturbances that may possibly affect
the drag reduction capabilities of the boundary layer combustion technique.

Incident shock wave impingement and swept shock interaction are the most com-
mon form of disturbances that occur throughout the entire flowfield of scramjet en-
gines. Although there has been no literature to date discussing the effects of incident
shock wave impingement on the boundary layer combustion technique, there exists a
wealth of literature that contains discussions on these effects on the film-cooling tech-
nique. Juhany and Hunt (1994) injected helium at Mach 2.2 into a Mach 2.4 mainstream
airstream via a backward-facing step slot of height 1.5 mm. At 60 slot heights, a two-
dimensional oblique shock is generated to impinge directly on the flow. Juhany and
Hunt (1994) showed that shock wave impingement has a detrimental effect on the film-
cooling effectiveness. Using visualisations by schlieren images and the inspection of
the wall pressure distribution for an inflection point, Juhany and Hunt (1994) deduced
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Figure 2.11: Typical flow disturbances encountered in scramjet flowfields (adapted from Hem-
sch, 1992).

that the injected helium separated upon shock wave impingement. Juhany and Hunt
(1994) also noted that the injection of a fluid with a higher speed of sound (like helium
or hydrogen) increases the speed of sound in the boundary layer, reducing the fullness
of the Mach number profile, and therefore increasing the susceptability of the bound-
ary layer to separate. The work of Kanda et al. (1996) and Kanda and Ono (1997),
in which shocks generated from 6◦, 7◦ and 8◦ wedges impinged on a nitrogen film,
also showed that the coolant film separated when hit by a sufficiently strong shock
wave. Like in the work of Juhany and Hunt (1994), they also measured a decrease in
film-cooling effectiveness in the presence of shock-impingement. Kanda et al. (1996)
attributed this to be a result of an increase of adiabatic wall temperature brought about
by the decrease in local Mach number. This reduction of film-cooling effectiveness is
also reported by Olsen and Nowak (1995), Takita and Masuya (2000) and Peng and
Jiang (2009). However, none of these studies indicated whether the injected film was
swept out of the boundary layer. To the author’s knowledge, the effects of the inter-
action of a swept shock wave with the injected film have not been investigated before.
The interaction of a swept shock wave with a turbulent boundary layer, however, is a
well researched topic (Knight et al., 2003; Panaras, 1992; Settles and Dodson, 1991).

Kanda et al. (1996) suggested that the decrease in film-cooling effectiveness in the
presence of shock wave interactions is due to the enhancment of mixing between the
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injectant and mainstream. Several reports have shown that turbulence increases down-
stream of a shock wave interaction with a turbulent boundary layer (Anyiwo and
Bushnell, 1982; Zang and Bushnell, 1984) and with a turbulent shear layer (Lu and
Wu, 1991). Experimental investigations by Buttsworth (1994) and numerical simula-
tions by Peng and Jiang (2009) have confirmed that these shock wave interactions can
lead to enhanced mixing. For the boundary layer combustion technique, if the injected
hydrogen does not get swept out of the boundary layer, the enhanced mixing brought
about by the presence of shock wave interactions may actually be more beneficial to
the drag reduction potential of boundary layer combustion.

The second most common form of disturbance is that of the flowfield resulting from
the cross-flow injection of fuel. The complex flowfield (see Figure 2.12) contains regions
of strong shock interactions and vortices. Viti et al. (2009) presents an excellent descrip-

Figure 2.12: Complex flowfield resulting from the cross-flow injection of fuel (Viti et al., 2009)

tion of this complex flowfield. The main concern of relevance to the film-cooling and
boundary layer combustion techniques is the effect of streamwise vorticity from this
flowfield. Commonly used to improve the mixing of fuel and air for scramjet applica-
tions (Heiser and Pratt, 1994; Riggins and Vitt, 1995; Swithenbank and Chigier, 1969;
Wheatley and Jacobs, 2010), streamwise vorticity can be detrimental to the drag reduc-
tion capabilities of boundary layer combustion. As mentioned in Section 2.1, Rowan
(2003) demonstrated that disturbances from cross-stream fuel injection and from vortex
generators decreased the levels of skin friction reduction. But because no combustion
was observed in his experiments, the only definite conclusion that can be made is that
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the vorticity affected the film-cooling-induced skin friction reduction. Whether the hy-
drogen remains in the boundary layer for combustion still remains unknown. Similar
to the effects of incident shock wave impingement, the effects of mainstream vorticity
on the film-cooling technique have also been extensively investigated in the turboma-
chinery industry (Haven et al., 1997; Leylek and Zerkle, 1994). The counter-rotating
vortex pair generated from cross-flow injection has been known to lift the gas film
needed for film-cooling away from the surface (Heidmann and Ekkad, 2008). Once
again, none of these studies indicated to what extent the injected film was swept out
of the boundary layer.

A review of the existing literature shows that despite the great potential of the
boundary layer combustion technique for the reduction of skin friction drag, there
lacks an understanding of how flow disturbances can affect the wall gas film required
for this drag-reduction method. To address this, the effects of incident shock impinge-
ment, swept shock interactions and vorticity on the levels of skin friction reduction
achievable by boundary layer combustion are investigated in the present study.
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Chapter 3

Details of Experiments

The chapter starts with a description of the experimental model which includes details
of the fuel delivery system and instrumentation. This is then continued with a de-
scription of the test facility. The test conditions and fuelling conditions together with
their corresponding uncertainties are then presented. The chapter concludes with a de-
scription of the data reduction method used for the pressure and drag measurements
obtained in the experiments.

3.1 Experimental model

Figure 3.1 shows the experimental model used in the current project. It consists of
a Rectangular-to-Elliptical Shape Transition (REST) inlet, a fuel injection system and
a circular constant-area combustor that is coupled to a stress wave force balance for
skin friction drag measurements. The experimental setup used by Kirchhartz (2010)
is shown in the lower half of Figure 3.1. The only significant difference between the
current experiments and that of Kirchhartz’s is that the current experiments include a
more realistic scramjet inlet upstream of the combustor. This inlet has been designed
to compress oncoming Mach 6 flow to combustor entry conditions similar to those
in Kirchhartz’s experiments. This then makes the comparison between the current
experiments and those of Kirchhartz’s possible, with the difference being the larger
flow non-uniformities for the present experiments.

The T4 shock tunnel facility at The University of Queensland was used to supply
the oncoming test flow to the experimental model. The first set of tests was performed
at the design point stagnation enthalpy of 4.8 MJ/kg. By comparing the levels of skin
friction reduction measured in the current tests with those measured in Kirchhartz’s
experiments, it can be found if flow disturbances from a REST inlet have affected the
skin friction reduction potential of boundary layer combustion. The other tests that
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were conducted included tests at lower and higher stagnation enthalpies, at higher
freestream Mach numbers, and also tests with attached vortex generators to simulate
the flow disturbances from cross-stream fuel injection.

Figure 3.1: Experimental setup used in the current study. Also shown is the experimental setup
of Kirchhartz (2010).

3.1.1 REST inlet

The REST inlet was chosen for this experiment because its design is typical of the
type that have been proposed for self-starting scramjets (Eggers et al., 2009; Smart and
Suraweera, 2009). This type of inlet is currently used on two of the nine flight ex-
periments on the HIFiRE (Hypersonic International Flight Research Experiment) pro-
gram (Auslender et al., 2009). Designed based on the quasi-stream-tracing technique
of Smart (1999), these inlets have a rectangular capture area that smoothly transitions
to an elliptical throat, as shown in Figure 3.2. For airframe-integrated scramjet engines
of modular designs, it is desirable to have rectangular inlet capture shapes so that they
can be easily mounted side-by-side and onto the airframe. It is also desirable for the in-
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let to be used in combination with an elliptical combustor. Elliptical combustors are su-
perior to their rectangular counterparts in several ways - the reduced structural weight
required to contain a specified pressure, the reduced wetted area which reduces the
levels of skin friction drag, and also the reduced complexity with flows related to hy-
personic corner flows. In addition, the REST inlet also offers many advantages - it has
a fixed geometry and no boundary layer bleed which results in greater scramjet sys-
tem simplicity, it has been shown to be capable of starting at on-design conditions and
self-starting after mechanically-induced inlet unstarts at on-design conditions (Smart,
2001), and it has been shown to be capable of operation at off-design conditions (Smart
and Trexler, 2004). Several of these inlets have been successfully tested, including a
Mach 7.1 REST scramjet in NASA Langley’s combustion heated scramjet test facility
(Smart and Ruf, 2006), a Mach 8.0 REST scramjet (Turner, 2010) and a Mach 12.0 REST
scramjet (Suraweera and Smart, 2009) in The University of Queensland’s T4 shock tun-
nel facility.

(a) Photograph of the REST inlet. (b) Internal cross-sectional shape distri-
bution of the REST inlet.

Figure 3.2: The REST inlet.

In order to allow a direct comparison of the results from the current experiments
with those of Kirchhartz, the REST inlet was designed to produce combustor entry con-
ditions similar to those obtained for the direct-connect inlet in Kirchhartz’s 5 MJ/kg
experiments. The REST inlet for the current experiments was designed to transition
to a combustor of circular cross-section1. For the current experiments, the REST inlet
was designed to compress flow from a Mach 6.2 condition to a Mach 4.5 condition2.

1Note that a circle is an ellipse with an eccentricity of zero.
2The author wishes to acknowledge the helpful guidance of Dr James Turner and Prof Michael Smart

in the design of the internal flowpath of the REST inlet.
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The stagnation enthalpy for the design condition is 5 MJ/kg. This corresponds to a
Mach 10 flight condition. Designing the inlet to compress from the outflow pressures
produced by the Mach 10 nozzle of the T4 shock tunnel facility to the pressures enter-
ing Kirchhartz’s combustor would require the compression ratio to be larger than 100.
Large compression ratios of this order of magnitude can create unnecessary and oner-
ous system constraints on the design of scramjet inlets, such as the need for variable
geometry to start the inlet, or flow bleed to combat boundary later separation (Smart,
2012). Large compression ratios in scramjet inlets can also lead to significant aerother-
modynamic losses and high external drag. By designing the inlet to compress from the
outflow pressures produced by the T4 Mach 6 nozzle, a compression ratio of only 9.5
is required. This value of compression ratio is of the same order of magnitude as those
of the REST inlets of Smart and Ruf (2006), Turner (2010) and Suraweera and Smart
(2009). This explains why the REST inlet in the current project was designed to ingest
a Mach 6.2 flow rather than a Mach 10 flow.

The 440-mm long inlet has a 70 mm wide frontal capture area of 2.5× 10−3 m2 that
contracts to a circular exit area of 6.5× 10−4 m2. This gives a total geometric contrac-
tion ratio of 3.84. All leading edges have a 0.5 mm radius bluntness. The inlet has
an internal contraction ratio of 1.61. The centreline of the upper (bodyside) surface
of this inlet was instrumented with nine Kulite XTEL-100-190M pressure transducers
at 130 mm, 220 mm, 245 mm, 269 mm, 294 mm, 319 mm, 345 mm, 370 mm and 420 mm
from the leading edge (see Figure 3.1).

3.1.2 Fuel injector & supply system

A brass fuel injector was connected to the end of the REST inlet, as shown in Fig-
ure 3.3. The injector delivered hydrogen through an annular slot which had a throat
area of 6.65 × 10−5 m2 that expanded by 17◦ to an exit area of 2.14 × 10−4 m2. Hy-
drogen was supplied to the annular slot from a Ludwieg tube fuel delivery system
via a primary and secondary annular plenum chamber, as shown in Figure 3.3b. The
use of a Ludwieg tube fuel delivery system ensured that a near-constant fuel flow rate
was available during the test times in the current experiments (Gangurde et al., 2007;
Ludwieg, 1955). An ASCO-Joucomatic SCB223A103 fast-acting solenoid valve sepa-
rated the plenum chambers from the fuel delivery system and was used in the current
experiments to control the timing of fuel injection.

3.1.3 Vortex generators

The effects of the vorticity generated by conventional cross-stream fuel injection on the
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(a) Brass fuel injector shown attached to the end of the aluminium REST inlet.

T4 test section
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Combustor
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(b) Fuel supply system.

Figure 3.3: Fuel supply and injection system.

drag reduction potential of the boundary layer combustion technique are unknown.
For the current experiments, instead of injecting fuel to generate the vorticity, 5-mm-
by-5-mm-by-5-mm vortex generators of semi-pyramidal shape (Figure 3.4) were used.
These vortex generators produced counter-rotating vortex pairs that are representative
of those produced when fuel is injected cross-stream into the flow (Rowan, 2003). The
height of these vortex generators was selected to create a flow obstruction similar to
that brought about by a normally-injected fuel jet with a penetration height of 5 mm.
For the current study, the use of fuel injection to generate vorticity adds complexity to
the analysis of the results because the drag reduction potential of boundary layer com-
bustion can be affected by both the addition of extra fuel and the generated vorticity.
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The use of vortex generators in place of fuel injection is a good way to isolate the in-
fluence of the vorticity on the drag reduction potential of boundary layer combustion
from that of the effects of extra fuel addition.

(a) Five vortex generators
shown with a metal ruler.

5mm

5mm5mm

(b) Using vortex generators to generate counter-rotating vor-
tex pairs that are representative of those produced when fuel is
injected cross-stream.

Figure 3.4: Vortex generators.

In scramjet engines, fuel injection is commonly employed either on the inlet (Turner,
2010) or near the entrance of the combustor (Curran and Murthy, 2000). Inlet injection
is a viable scheme of injecting fuel that may aid the mixing and combustion process in
the combustor by allowing more time for fuel to mix with air (Turner, 2010). To sim-
ulate the effects of this, three vortex generators were attached to the bodyside surface
of the REST inlet at 0.157 m downstream of the leading edge, as shown in Figure 3.5.
The tips of these vortex generators were located 13 mm apart. To simulate the effects
of fuel injection near the entrance of the combustor, five vortex generators were at-
tached at 49.5 mm upstream of the fuel injection plane in the fuel injector, as shown
in Figure 3.6. These vortex generators were equally spaced at 72◦ around the inner
circumference of the fuel injector.

3.1.4 Combustor

Figure 3.7 shows a schematic of the 500-mm long constant-area combustor used in
the current experiments. The 33.2 mm internal diameter combustor was instrumented
with twenty PCB 112A pressure transducers. Due to the spatial constraints in the ex-
perimental set up, the furthest upstream position that the first pressure transducer
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(a) Three vortex generators attached
onto the bodyside surface of the REST
inlet.

(b) Close-up view of the three vortex
generators on the REST inlet.

Figure 3.5: Vortex generators on the REST inlet.

(a) Five vortex generators attached
around the inner circumference of the
injector.

(b) Close-up view of the five vortex gen-
erators in the injector.

Figure 3.6: Vortex generators in injector.
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could be located was at 160 mm from the leading edge of the combustor. Subsequent
transducers were located at 15 mm streamwise spacing downstream of the first trans-
ducer. A stainless steel threaded adapter was used to attach the combustor to the force
balance.

Threaded adapter

15mm160mm 20 X PCB 112A pressure transducers

Figure 3.7: Combustor.

3.1.5 Stress wave force balance

A stress wave force balance was used to measure skin frictional drag forces in the
combustor of the experimental model in the T4 shock tunnel facility. In comparison
with local skin friction measurements made using skin friction gauges, a force balance
measures the integrated effect of skin friction drag on the combustor. With the aim of
this project being to show how much overall drag can be reduced by using boundary
layer combustion, the force balance is the ideal instrument to use. The stress wave force
balance, first proposed by Sanderson and Simmons (1991), is capable of measuring
integrated forces on models tested in impulse test facilities with short test times in the
order of 1 to 3 milliseconds. In impulse facilities, the limited duration of test flow is
usually insufficient for the vibrations to be damped out sufficiently for accurate force
measurements to be made with conventional force balances. Because the stress wave
force balance technique infers the time history of aerodynamic forces from the stress
wave activity in the model via strain time histories, the test model is not required to be
in a state of force equilibrium. Experiments conducted in impulse facilities (Smith and
Mee, 1996; Smith et al., 2001; Tanimizu et al., 2009; Tuttle et al., 1995) have shown that
this technique can measure forces that agree well with theoretically calculated forces.

The stress wave force balance configuration used in the current experiments is
shown in Figure 3.8. It is similar to that used by Tanno et al. (2001),Rowan (2003)
and Kirchhartz (2010). The force balance configuration was used only to measure axial
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(a) Schematic of the stress wave force balance (not shown to scale).
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(b) Operational principle of the stress wave force balance.

Figure 3.8: Stress wave force balance.
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forces, and consists of several components. The aluminium combustor, where skin fric-
tion drag on the internal surface are to be measured, was connected to a 2430-mm long
brass sting via a stainless steel adapter. High viscosity grease (Dow Corning Molykote
111) was applied to the threads of the adapter prior to attachment to fill any air voids
and maximise the transmission of stress waves (Chiu, 1996). The choice of materials for
the combustor and sting represented the best compromise between low model flexibil-
ity, fast response time and high signal-to-noise ratio (Sanderson and Simmons, 1991).
The sting was instrumented with piezo-electric film strain gauges and semi-conductor
strain gauges in a layout as shown in Figure 3.9. The piezo-electric film, which was
adhered around the circumference of the sting for bending compensation, was made
from a poly-vinylidene fluoride film that had been coated with Nickel-Copper elec-
trodes on either sides (Smith and Mee, 1996). The semi-conductor strain gauges were
Micron Instruments SS-080-050-120PB-SSGH gauges.

The sting and attached combustor were suspended horizontally in the test section
of the test facility by two thin wires, in a way that only movement in the axial direc-
tion is permitted. When an aerodynamic load is applied to the internal walls of the
combustor, stress waves are initiated within the combustor. These stress waves then
propagate and reflect within the structure of the combustor and the brass sting. Time
histories of strain were recorded by the strain gauges.

Sample force traces are shown in Figure 3.8b. With prior knowledge of the system
characteristics (impulse response) obtained through calibration, a deconvolution pro-
cedure was used to determine the time history of the applied aerodynamic load from
the time history of measured strain (Mee, 2002b).

To ensure that only the skin friction drag on the internal surface of the combustor
was measured, the remaining parts of the combustor and brass sting assembly were
shielded from the test flow. The outer shielding isolated the exterior walls of the com-
bustor, the sting and the strain gauges from forces generated by the oncoming hyper-
velocity flow during each test. The inner shield isolated the interior walls of the sting
from forces generated by the flow exiting from the combustion chamber. The force
balance was initially designed to have o-rings to seal the front and rear edges of the
combustor to prevent flow leakage and pressure build-up. Tests by Kirchhartz (2010)
showed that the removal of these o-rings had negligible effect on the pressure build-
up in the front and rear cavities. This, too, allowed the combustor to move axially
without any frictional resistance from the o-rings. Therefore, the o-rings were not used
in the current experiments. Both the front and rear leading edges of the combustor
were machined from a thickness of 2.4 mm to 0.75 mm to reduce the surface areas on
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which extraneous pressure forces can act. Due to the finite thickness of the combustor
leading and trailing edges, the front and rear edge surfaces of the combustor-sting as-
sembly can still be exposed to some pressures when the test flow arrives. Six pressure
transducers at each end of the combustor measured pressures in front and rear edge
regions. In addition, the pressure in the rear cavity was also monitored by two pres-
sure transducers. To ensure that only skin friction drag acting on the internal surface
of the combustor was extracted, these pressures were measured and the extraneous
forces due to the front edge, rear edge and rear cavity pressures were accounted for
in the processing of the drag measurements. For tests without fuel injection, because
the static pressures changed by less than the 1% from the front edge to the rear edge
of the combustor, the resulting level of correction was typically less than 1% of the
measured net skin friction drag. However, for tests in which combustion occurred,
the static pressures at the rear edge of the combustor were usually three or four times
higher than those at the front edge (see Figure 5.4). The typical level of correction that
resulted from this pressure difference was 14% of the measured net skin friction drag
for tests in which combustion occurred.

238 mm
305 mm

325 mm
400 mm

470 mm

B

SSGOld

C D E

SSGA

SSGB

second on
opposite side

Figure 3.9: Layout of strain gauges on the brass sting (taken from Kirchhartz, 2010). Gauges B,
C, D and E are the piezo-electric film strain gauges, while gauges SSGA, SSGB and SSGOld are
the semi-conductor strain gauges.

3.2 Test facility

The T4 Stalker tube (Stalker, 1966, 1967, 1989, 2006; Stalker and Morgan, 1988; Stalker
et al., 2005) was used to supply the oncoming test flow to the experimental model.
The tunnel consists of five main sections (as shown in Figure 3.10a) - the reservoir, the
compression tube, the shock tube, a convergent-divergent nozzle and the test section.
A 90 kg piston separates the reservoir from the compression tube. A primary steel



36 Chapter 3 Details of Experiments

diaphragm separates the compression tube from the shock tube. A secondary Mylar
diaphragm separates the shock tube from the nozzle and test section.
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(a) Layout of the T4 Stalker tube (taken from Tanimizu, 2008).
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(b) Operational principles of a Stalker tube (taken from Kirchhartz, 2010).

Figure 3.10: T4 Stalker tube

Figure 3.10b shows schematically the operating principles of a Stalker tube. Prior
to a test run, the shock tube is filled with the test gas (either air or nitrogen), the com-
pression tube with driver gas (a mixture of helium and argon), and the reservoir with
high-pressure air. On firing, the high-pressure gas drives the piston through the com-
pression tube. This compresses the driver gas almost isentropically (to pressures of up
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to 75 MPa in the present tests) until the burst pressure of the primary diaphragm is
reached. When the primary diaphragm bursts, the large pressure differential between
the driver gas and test gas drives a shock wave through the shock tube that com-
presses and accelerates the test gas towards the nozzle. Upon encountering the end of
the shock tube, the incident shock wave reflects back towards compression tube and
stagnates the test gas. This creates a region of hot and highly-pressurised gas which
then expands through the convergent-divergent nozzle to the desired test conditions.

The convergent-divergent nozzles used for this experimental program were the
Mach 6 and Mach 8 nozzles. The Mach 6 nozzle was used to provide design-point
test conditions as well as conditions at higher stagnation enthalpies. This axisymmet-
ric contoured nozzle, which was designed using the method-of-characteristics (Jacobs
and Stalker, 1989), has a throat diameter of 0.025 m and exit diameter of 0.262 m and
is about 0.8 m in length. On the other hand, the Mach 8 nozzle was used to provide
conditions that were representative of over-speeding the engine. This axisymmetric
contoured nozzle, which was designed by Craddock (2000), has a throat diameter of
0.0164 m and exit diameter of 0.27 m and is about 1.11 m in length.

To check the uniformity of the nozzle outflow, a survey using a Pitot rake was con-
ducted prior to the experiments. Figure 3.11 overlays the schema of the experimental
model on the measured ratio of Pitot-to-nozzle-supply pressure for the Mach 6 nozzle
at Hs = 5.4 MJ/kg. As the REST inlet was designed assuming a uniform inflow, it is im-
portant that the flow ingested by the inlet was as uniform as possible to ensure that the
inlet performs as it has been designed. As shown in Figure 3.11, the entire capture area
of the REST inlet was located in the region of uniform flow where the Pitot-to-nozzle-
supply pressure ratio was constant to within ±6%. Note that at the first Pitot survey
plane shown in Figure 3.11, there are two peaks located at 0.11 m from the axis in the
Pitot-to-nozzle-supply pressure ratio profile. Because the Mach 6 nozzle is physically
truncated to a length shorter than that for which it was originally designed3, the out-
flow from the nozzle contains a region of under-expanded gas that is at a higher Pitot
pressure than that in the core flow. This region of under-expanded gas travels down-
stream to x≈ 0.22 m before it gets cancelled out by expansion waves from enamating
from the corner of the nozzle exit. This explains the peaks in the Pitot-to-nozzle-supply
pressure ratio profile at the first Pitot survey plane.

3In the original design profile of the Mach 6 nozzle, the exit diameter does not change significantly
over the length of the last portion of the nozzle. Since a longer nozzle takes longer time to start, the
Mach 6 nozzle was truncated to a shorter length to minimise the losses in test time durations, which
comes at the expense of minor losses in the size of the test core flow.
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Figure 3.11: Uniform test flow core (estimated from a Pitot survey of the Mach 6 nozzle) shown
in relation with the test model. Note that measurements have been replicated about the axis of
the nozzle.

The value of Pitot-to-nozzle-supply pressure ratio is required to determine the noz-
zle exit freestream conditions. The Pitot-to-nozzle-supply pressure ratio obtained by
averaging the measured values from the nozzle survey over the capture area of the
REST inlet has been used for this purpose. The averaged values are used in Sec-
tion 3.3.1 for the estimation of nozzle exit freestream conditions. For the tests with
air as test gas, a mean value of the Pitot-to-nozzle-supply pressure ratio over the cap-
ture area of the REST inlet was 0.0135 for the Mach 6 and 0.0065 for the Mach 8 nozzle4.
Measurements by Paull et al. (1995) and Knell (2003) show that the Pitot-to-nozzle-
supply pressure ratio does not show significant variation with stagnation enthalpy be-
tween 3 MJ/kg and 9 MJ/kg conditions for the Mach 6 and 8 nozzles respectively. For
the tests with nitrogen as test gas, a lower mean value of the Pitot-to-nozzle-supply
ratio of 0.0124 was used for the Mach 6 and 0.00597 for the Mach 8 nozzle. The justi-
fication for the use of a lower Pitot-to-nozzle-supply pressure ratio for nitrogen tests
is made based on measurements from Bakos in Mee (1993). Details are given in Ap-
pendix A. The value of Pitot-to-nozzle-supply pressure ratio was used to estimate the
freestream properties for all the test conditions. This is discussed in Section 3.3.1.

4Results from the Pitot survey of the Mach 8 nozzle conducted in 2009 were kindly provided by
Dillon Hunt.
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3.3 Test conditions

3.3.1 Test conditions

Obtaining direct measurements of the freestream properties of the nozzle outflow with-
out affecting the test flow itself is difficult. Therefore, these properties are inferred
from measurements that can readily be obtained. These properties are estimated using
the Equilibrium Shock Tube Conditions Junior (ESTCj) and Non-Equilibrium NozZle
Flow (NENZF) (Lordi et al., 1966) codes. ESTCj, a modified version of ESTC (McIn-
tosh, 1968), uses the CEA2 chemistry database (McBride et al., 2002) to compute the
gas properties in the nozzle-supply region in thermal and chemical equilibrium. Due
to the high pressures, high densities and low flow velocities in the nozzle-supply re-
gion, the assumption of thermal and chemical equilibrium is well justified. Using the
shock tube fill pressure pfill, fill temperature Tfill, and incident shock speed ushock, the
gas properties in the nozzle-supply region can be estimated with ideal normal shock
relations in the ESTCj code. However, due to the minor losses, this tends to lead to
higher estimations of nozzle-supply pressures than those measured experimentally.
ESTCj then isentropically expands the estimates of the gas properties in the nozzle-
supply region until the corresponding nozzle-supply pressure matches the experimen-
tally measured quantity. The assumption of an isentropic expansion of the stagnated
gas in the nozzle-supply region is shown by Hertzberg et al. (1961) and Copper (1962)
to be a valid approximation. The nozzle-supply gas properties computed from ESTCj
are then passed to the NENZF code. This code calculates the quasi-one-dimensional
inviscid expansion of chemical equilibrium and non-equilibrium flows through hyper-
sonic nozzles using curve-fits to thermo-chemical models. Since the flowfields in the
axisymmetric contoured nozzles used in the T4 shock tunnel facility are expected to
be relatively shock-free, the assumption of quasi-one-dimensional flow made in the
NENZF computations is justified. In addition, because NENZF simulates only an in-
viscid flowfield, it is also necessary in the NENZF computations to account for the
displacement of the core flow in the physical nozzle due to boundary layer growth.
This is done by running NENZF iteratively with the nozzle-expansion ratio adjusted
until the Pitot-to-nozzle-supply pressure ratio matches those that are measured exper-
imentally. The corresponding properties are then taken to be the freestream properties
in the nozzle core flow.

The inferred test conditions, the associated uncertainties and the equivalent flight
conditions are shown in Table 3.1 for experiments with air test gas and Table 3.2 for
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Table 3.1: Nominal experimental nozzle-supply, freestream conditions and equivalent flight
conditions for tests with air as the test gas.

Hs MJ/kg 3.7 ±7.2% 4.8 ±7.4% 8.0 ±7.7% 4.8 ±7.4%
M∞ - 6.3 ±2.2% 6.2 ±2.2% 5.7 ±2.1% 7.4 ±2.5%

ps MPa 35.4 ±3.0% 35.9 ±3.0% 37.5 ±3.0% 36.9 ±3.0%
Ts K 3206 ±5.3% 3829 ±5.0% 5317 ±4.8% 3813 ±5.0%

p∞ kPa 9.4 ±13.2% 9.8 ±13.2% 12.5 ±12.8% 3.1 ±13.4%
T∞ K 451 ±9.6% 560 ±10.4% 1087 ±9.6% 395 ±11.8%
ρ∞ kg/m3 0.0728 ±11.3% 0.0610 ±11.8% 0.0398 ±11.3% 0.0275 ±12.3%
u∞ m/s 2660 ±3.2% 2920 ±3.6% 3673 ±3.2% 2951 ±4.0%
γ∞ - 1.40 1.38 1.34 1.40
M f - 8.4 9.6 12.5 -
h f km 37 38 39 -
q f kPa 22 24 36 -

Table 3.2: Nominal experimental nozzle-supply and freestream conditions for tests with nitro-
gen as the test gas.

Hs MJ/kg 3.8 ±7.2% 4.9 ±7.3% 8.5 ±7.4% 4.9 ±7.3%
M∞ - 6.6 ±2.1% 6.4 ±2.0% 6.1 ±1.7% 7.4 ±2.0%

ps MPa 36.1 ±3.0% 35.9 ±3.0% 38.5 ±3.0% 36.5 ±3.0%
Ts K 3353 ±6.1% 4167 ±6.3% 6489 ±4.7% 4154 ±6.3%

p∞ kPa 8.0 ±12.8% 8.5 ±13.0% 10.2 ±12.5% 3.1 ±12.8%
T∞ K 408 ±8.9% 545 ±9.0% 1025 ±8.5% 409 ±8.9%
ρ∞ kg/m3 0.0662 ±11.0% 0.0524 ±11.4% 0.0334 ±11.5% 0.0253 ±11.3%
u∞ m/s 2697 ±3.2% 3021 ±3.6% 3903 ±3.2% 3062 ±4.0%
γ∞ - 1.40 1.39 1.34 1.40

experiments with nitrogen test gas. The uncertainties were computed following the
procedures described by Mee (1993). Details of these calculations are shown in Ap-
pendix B.1. The equivalent flight conditions were approximated as shown in Ap-
pendix C. Detailed operating, nozzle-supply, nozzle-exit and fuelling conditions for
each shot in this test campaign are shown in Appendix D. There are generally three
types of tests done in this experimental campaign - fuel-off with air as the test gas,
fuel-injection into a nitrogen test gas (combustion suppressed - film-cooling) and fuel-
injection into an air test gas (boundary layer combustion). The main purpose of using
nitrogen as the test gas was to suppress combustion when fuel was injected. When
combustion occurs, effects on pressure and drag forces can be brought about by both
fuel injection and combustion. The suppression of combustion can aid in distinguish-
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ing the effects of fuel injection from those of combustion. Note that the freestream
static pressure differs by 12% between the air tests and nitrogen tests, the static tem-
perature by 7%, the density by 12% and the velocity by 4%. This is brought about by
the difference in gas composition (and hence gas constant and hence speed of sound)
in the test gas. From Figure 5.1, it can be seen that normalising the measured pressure
against the freestream static conditions (as per Section 3.4) cancels out this difference
and allows comparisons between air and nitrogen tests to be made. The only differ-
ence occurs in the change in shock angles from the difference in Mach number. For a
wedge at an arbitrary angle of 6◦, a change of inflow Mach number from 6.2 to 6.4 only
changes the shock angle by 0.2◦. This difference is not expected to significantly affect
the comparison between air and nitrogen tests.

3.3.2 Fuel injection conditions

To determine the freestream properties of the injected fuel, the mass flow rate has to be
computed first. To determine the mass flow rate of hydrogen injected from the annular
slot, the fuel injection system was calibrated. The calibration process (Robinson et al.,
2003) produces an effective discharge coefficient for the annular slot injector. Assuming
choked flow through the injector throat and an isentropic expansion of the fuel in the
Ludwieg tube, this discharge coefficient can be obtained from Equation 3.1.

α =

(
pLT, f − pLT,i

)
VLT

R TLT,i p
γ−1
2γ

LT,i
∫ t, f

t,i p
γ+1
2γ

plenumdt
. (3.1)

Although the target fuelling equivalence ratio was 1.0, the calibration was conducted
over a range of Ludwieg tube fill pressures. The results are shown in Figure 3.12.
The plot demonstrates that the discharge coefficient was insensitive to the Ludwieg
tube fill pressures and hence to the mass flow rate. As such, a discharge coefficient of
25.96 nms was used for the current experimental campaign. Figure 3.13 shows a typical
fuel plenum chamber pressure trace in relation to the nozzle supply pressure trace for
shot 10567. Hydrogen was deliberately injected prior to flow arrival to ensure that the
hydrogen supply was approximately constant throughout the period of the test time.
Although this meant the presence of hydrogen in the combustor prior to flow arrival,
Kirchhartz (2010) shows that this does not significantly affect the experimental results.
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Figure 3.12: Ludwieg tube fill pressure versus discharge coefficient
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Figure 3.13: Timing of fuel injection for test 10567

The plenum pressure averaged during the test time duration is then used with the
initial fill pressure of the Ludwieg tube and the discharge coefficient in Equation 3.2 to
calculate the mass flow rate of hydrogen.

ṁH2 = α p
γ−1
2γ

LT,i p
γ+1
2γ

plenum (3.2)

The stoichiometric combustion reaction of hydrogen with the available oxygen in
the inflow air represented by Equation 3.3.

2 H2 + O2 → 2 H2O (3.3)
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Since the molar weight of molecular oxygen is 32 g/mol and that of molecular hydro-
gen is 2 g/mol, a stoichiometric combustion represented by Equation 3.3 would mean
that the hydrogen mass flow rate that would consume all of the available oxygen is 1/8
of the oxygen mass flow rate. Assuming the mass fraction of oxygen in air to 0.232, the
equivalence ratio can be calculated from Equation 3.4.

φ = 8
ṁH2

0.232 ṁAir
= 8

ṁH2

0.232ρ∞u∞Acapture
(3.4)

For tests with nitrogen as the test gas, an equivalent value for the equivalence ratio5

can be calculated from Equation 3.5.

φ = φequivalent = 8
ṁH2

0.232 ṁN2

= 8
ṁH2

0.232ρ∞u∞Acapture
(3.5)

The nominal fuel mass flow rate for the current experiments is 0.012 kg/s, which corre-
sponds to a fuel equivalence ratio of approximately 1.0. Following the procedures de-
scribed by Mee (1993), the uncertainty in equivalence ratio is calculated to be ±13.7%.
Details of this calculation are shown in Appendix B.2.

With the calculated hydrogen mass flow rate, the properties at the exit of the injector
nozzle can then be estimated. This is shown in Appendix E. For an average hydrogen
mass flow rate of 0.01255 kg/s, plenum pressures of 425.9 kPa, plenum temperatures
of 300 K and isentropic flow from the plenum to the exit of the nozzle, the estimated
conditions at the injector nozzle exit plane are as shown in Table 3.3.

Table 3.3: Estimated conditions at the fuel injector nozzle exit plane.

pjet 8.5 kPa
ujet 2405 m/s
Tjet 96 K
ρjet 0.0214 kg/m3

Mjet 3.2

5 Note that the use of the terminology “equivalence ratio” is not entirely appropriate for tests with
nitrogen test gas since there is no oxidiser present. However, to maintain simplicity in this thesis, this
terminology is retained for tests with nitrogen test gas.
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3.4 Data reduction

3.4.1 Pressure measurements

In impulse facilities where test times are in the order of milliseconds, the identification
of the period of steady, established test flow is important. Figure 3.14 shows a typi-
cal pressure trace sampled from a transducer in the REST inlet. The flow through the
nozzle requires a finite amount of time for the boundary layers to establish and for the
shock and expansion waves to be swept out (Smith, 1966). This is taken to be about
0.78 ms after flow arrival and is denoted as “Nozzle start-up time” in Figure 3.14. After
flow establishment in the nozzle, the flow then needs to become established through-
out the experimental model. Studies by Jacobs et al. (1992) show that it takes about
three flow lengths for turbulent boundary layers to fully develop. With the experi-
mental model being 0.986 m long and freestream velocities of about 2700 - 3700 m/s,
the flow establishment time in the model is approximately 1.1 - 0.8 ms. This is denoted
as “Flow establishment time” in Figure 3.14. The end of test time is dictated by either
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Figure 3.14: Typical pressure trace from shot 10568.

the arrival of driver gas in the test section or a significant drop (more than 5%) in the
nozzle-supply pressure (Kirchhartz, 2010). Studies by Boyce et al. (2005) and Skinner
(1994) have shown that for the T4 shock tunnel, the time taken for 10% driver gas con-
tamination can be approximated by Equation 3.6 6.

t10% contamination = 1.268× 109 H−1.7183
s ± 38% (3.6)

6The original equation in the paper by Boyce et al. (2005) is re-written here in S.I. units.
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For the range of stagnation enthalpies in this experimental campaign, 10% driver
gas contamination7 occurs approximately 6.6 ms after flow arrival for the 3.7 MJ/kg
condition and 1.74 ms after flow arrival for the 8 MJ/kg condition. For 3.7 MJ/kg and
4.8 MJ/kg conditions, the end of available test time was dictated by the drop in nozzle-
supply pressure. For the 8 MJ/kg condition, the end of available test time was dictated
by driver gas contamination.

In the current study, the measured pressures are presented in the form of a pressure
coefficient.

cp =
p− p∞
1
2ρ∞u2∞ (3.7)

Presenting the pressure measurements in this way minimises the effects of shot-to-
shot variations in the freestream conditions which primarily come from variations in
the nozzle-supply pressure. It has been found in the current study that this also helps
in eliminating the effect of the differences in the freestream static conditions between
tests with air test gas and those with nitrogen test gas (see discussion in Section 3.3.1).
Following the procedures for the analysis of uncertainties by Mee (1993), the uncer-
tainty in cp varies between 10% and 12%.

3.4.2 Drag measurements

From an analysis of the strain signals, the piezo-electric film strain gauge B has been
ascertained to be the most reliable gauge of all the strain gauges shown in Figure 3.9
for the force measurements. The analysis is shown in Appendix F. All drag measure-
ments presented in the following chapters are taken from the piezo-electric film strain
gauge B.

Figure 3.15 shows a typical drag force trace obtained from the deconvolution of the
measured strain history from strain gauge B with the impulse response. The extrane-
ous thrust forces from the rear edge and rear cavity pressures, and the extraneous drag
forces from the front edge pressures (as discussed in Section 3.1.5) have already been
accounted for in the drag force trace shown in Figure 3.15. Note also that this trace

7In the T4 shock tunnel facility, it is common practice to use a threshold of 10% driver gas con-
tamination to limit the test time. As the combustion phenomena is an important aspect in the current
experiments, it is necessary to show that this level of driver gas contamination does not significantly
affect combustion. This is shown in the analysis of supersonic reacting flow in a pipe with different
levels of driver gas contamination in Appendix G. Results from this analysis demonstrate that the pres-
ence of 10% driver gas in the flow only acts to delay the ignition process, but does not significantly
affect the other combustion processes, hence justifying the appropriateness of the use of 10% driver gas
contamination to limit the test time in the current experiments.
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Figure 3.15: Typical drag trace from shot 10568.

has been filtered using a 100-µs moving-average filter. As per Figure 3.14, the nozzle
startup, flow establishment and test times are marked.

In short-duration impulse facilities, there are usually small variations in freestream
flow conditions during the nominal test period which may transcend into the aerody-
namic flow properties in the experimental model. Instead of using the commonly-used
form of drag coefficient (Equation 3.8),

cD =
D

1
2ρ∞u2∞ Ac

(3.8)

Mee (2002b) showed that presenting drag measurements as per Equation 3.9 allows
the effects of variations in the freestream flow to be accounted for. The derivation of
this equation is shown in Appendix H.

cD =

[
2

pPitot/ps

(
γ + 1

2

)γ+1
γ−1

γ
γ

1−γ

]
D

ps Ac
(3.9)

Presenting drag measurements in this way also eliminates the effect of shot-to-shot
variations in the freestream conditions, and the effect of the differences in freestream
conditions between tests with air test gas and those with nitrogen test gas. Note that
D in Equation 3.9 is the measured drag that has already been corrected for extraneous
pressure forces. The uncertainty in cD, that has been analysed using the procedures of
Mee (1993), is 11%.



Chapter 4

Details of Numerical & Analytical Tools

In general, conducting ground and flight experiments to explore the phenomena within
hypersonic flowfields is useful, but can often be limited by difficulties in measuring all
flow parameters of interest. The use of CFD and turbulent skin friction friction the-
ories as tools for simulating and characterising these flowfields can complement the
experiments and help reveal more insights into the flowfield. This chapter describes
the numerical and analytical tools that are used to support the analysis of the experi-
ments described earlier in Chapter 3. Details of the CFD flow solver, Eilmer3, and the
newly implemented k-ω turbulence model are described. Results from validation test
cases that have been conducted to demonstrate the suitability of Eilmer3 and the k-ω
model for use in this project are also shown. This is then followed by a summary of
the turbulent skin friction theories that are used in this project. The chapter then con-
cludes with an example demonstrating the applicability of these theories to the current
project.

4.1 Numerical tools

CFD simulations are used in two ways in this study. Firstly, simulations of the ex-
perimental flowfield are conducted. Since experiments are conducted in an enclosed
environment, no visualisations of the internal flowfield are available. Instead, CFD
results are compared to surface pressure measurements at discrete locations and inte-
grated skin friction drag measurements. If they can be matched to within experimental
uncertainties, an analysis of the numerical results can provide further insights to the
flow phenomena in the enclosed combustor. Secondly, additional simulations are con-
ducted to determine the type of flow conditions that would drive the fuel layer out
of the boundary layer. Note that, for all simulations conducted in the current project,
combustion reactions between the injected hydrogen and mainstream air flow are not
considered.
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4.1.1 Flow solver - Eilmer3

All simulations detailed in this thesis (with exception to those conducted for the REST
inlet) were conducted using an inhouse code called Eilmer3 (Jacobs and Gollan, 2008;
Jacobs et al., 2010). Eilmer3 is an integrated collection of programs that solves the
compressible Navier-Stokes equations in multi-block structured grids to provide time-
accurate simulations of compressible flows in two and three dimensions. In Eilmer3,
the governing equations are expressed in integral form, as shown in Appendix I, over
cell-centred, finite-volume cells, with the time rate of change of conserved quantities
in each cell specified as a summation of the mass, momentum and energy flux through
the cell interfaces. Inviscid fluxes are computed with up to third-order truncation er-
ror using an adaptive scheme (see Section 2.6 in Jacobs et al. (2010)) which applies
the EFM scheme (Macrossan, 1989) in regions near shock waves and the AUSMDV
scheme (Wada and Liou, 1994) in regions away from shocks, while viscous fluxes are
mostly evaluated to second-order truncation error using the divergence theorem. At
the boundaries, one-sided derivatives are evaluated. Eilmer3 has successfully been
used for the simulation of transient scramjet flows (Kirchhartz et al., 2010; McGilvray
et al., 2010; O’Byrne and Wittig, 2008; Tanimizu et al., 2009), hypersonic bluff body
flows (Kulkarni et al., 2007; McGilvray et al., 2009b), hypersonic test facilities
(McGilvray et al., 2009a; Wheatley et al., 2004), and more recently, turbine flows (Ven-
tura et al., 2010).

4.1.2 The modelling of turbulence

As discussed in Chapter 2, the drag-reduction benefits of the boundary layer combus-
tion technique can only be realised in turbulent boundary layers. This means that the
simulations conducted using Eilmer3 must be able to model the turbulence present in
the flowfield. Of the three common approaches for modelling turbulence (direct nu-
merical simulation (DNS), large-eddy simulation (LES) and Reynolds-averaged Navier-
Stokes (RANS) simulation), it is well known that the RANS approach is the most
computationally efficient and has the highest chance of completely modelling realis-
tic aerospace systems (Ladeinde, 2010). Prior to the implementation of Wilcox’s k-ω
model (Wilcox, 2006), turbulent simulations in Eilmer3 had to be conducted using the
algebraic Baldwin-Lomax turbulence model (Baldwin and Lomax, 1978). For flow-
fields that are relevant to the current study, researchers have shown that algebraic
turbulence models do not give accurate predictions of the flowfield. For example,
Kuryachii (1998) showed that the algebraic Cebeci-Smith model (Smith and Cebeci,
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1967) seriously overpredicted the skin friction coefficients when heat was added to
turbulent boundary layers. In addition, Aupoix et al. (1998) also showed that the al-
gebraic Cebeci-Smith and Baldwin-Lomax turbulence models did not correctly repro-
duce the key features of the flowfield, in which a nitrogen-air mixture was injected
into a boundary layer. They suggested this was because algebraic models only deal
with global information on the turbulence length scale deduced from the flow geom-
etry, that these models assume that the wall boundary and mixing are essentially the
same layer even before they have merged, and that the thickness of this layer gives
the turbulence length scale. The models overestimate the turbulence length scale and
the turbulent diffusion, and therefore they predict a very rapid mixing and a very
quick relaxation toward an equilibrium boundary-layer solution. Both authors noted
that two-equation turbulence models performed significantly better than the algebraic
ones in their studies.

Of the many two-equation RANS turbulence models available, an ideal turbulence
model is one that can be used to provide accurate predictions for a wide range of ap-
plications with minimal adjustments to its closure coefficients. Previous versions of
Wilcox’s k-ωmodels (Wilcox, 1988, 1998) have been shown to be suitable candidates for
supersonic and hypersonic aerothermodynamic applications (Cutler et al., 2006; Par-
ent and Sislian, 2004). However, several authors (Bardina et al., 1997; Roy and Blottner,
2003) have also noted the k-ω model’s sensitivity to freestream turbulence conditions
as one of its major shortcomings. The latest version of Wilcox’s k-ω model, although
not thoroughly validated for hypersonic applications, is quoted by (Wilcox, 2006) to
be significantly improved from the previous versions - it has little sensitivity to inflow
turbulence conditions and can provide improved predictions of supersonic separated
flows. Considering the reliability of previous versions of the k-ωmodel and the quoted
improvements in the latest version, Wilcox’s 2006 k-ω model was thus chosen for use
in the current project.

The equations defining the Wilcox’s 2006 k-ω model, together with the mass, mo-
mentum and energy conservation equations, are as follows.

Mass Conservation:
∂ρ̄

∂t
+

∂

∂xi
(ρ̄ũi) = 0 (4.1)

Species Mass Conservation:

∂ρ̄Yα
∂t

+
∂

∂xi
(ρ̄ũiYα) =

∂

∂xi

(
ρ̄Dα

∂Yα
∂xi

)
+ Ṡα (4.2)
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Momentum Conservation:

∂

∂t
(ρ̄ũi) +

∂

∂x j

(
ρ̄ũ jũi

)
= − ∂p

∂xi
+

∂

∂x j

[
t̄ ji + ρ̄τ ji

]
(4.3)

Energy Conservation:

∂

∂t

[
ρ̄

(
ẽ +

ũiũi

2
+ k
)]

+
∂

∂x j

[
ρ̄ũ j

(
h̃ +

ũiũi

2
+ k
)]

=

∂

∂x j

[(
µ

PrL
+
µT

PrT

)
∂h̃
∂x j

+
(
µ +σ∗

ρ̄k
ω

)
∂k
∂x j

]
+

∂

∂x j

[
ũi
(
t̄i j + ρ̄τi j

)]
(4.4)

Molecular and Reynolds-Stress Tensors:

t̄i j = 2µS̄i j ρ̄τi j = 2µT S̄i j −
2
3
ρ̄kδi j S̄i j = Si j −

1
3

∂ũk
∂xk

δi j (4.5)

Eddy Viscosity:

µT =
ρ̄k
ω̃

ω̃ = max

ω , Clim

√
2S̄i j S̄i j

β∗

 Clim =
7
8

(4.6)

Turbulence Kinetic Energy:

∂

∂t
(ρ̄k) +

∂

∂x j

(
ρ̄ũ jk

)
= ρ̄τi j

∂ũi

∂x j
−β∗ρ̄kω+

∂

∂x j

[(
µ +σ∗

ρ̄k
ω

)
∂k
∂x j

]
(4.7)

Specific Dissipation Rate:

∂

∂t
(ρ̄ω) +

∂

∂x j

(
ρ̄ũ jω

)
= α

ω

k
ρ̄τi j

∂ũi

∂x j
−βρ̄ω2 +σd

ρ̄

ω

∂k
∂x j

∂ω

∂x j

+
∂

∂x j

[(
µ +σ

ρ̄k
ω

)
∂ω

∂x j

] (4.8)

Closure Coefficients:

α =
13
25

β = βo fβ β∗ =
9

100
σ =

1
2

σ∗ =
3
5

σdo =
1
8

(4.9)

βo = 0.0708 PrT =
8
9

σd =

 0, ∂k
∂x j

∂ω
∂x j
≤ 0

σdo, ∂k
∂x j

∂ω
∂x j

> 0
(4.10)
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fβ =
1 + 85χω

1 + 100χω
χω =

∣∣∣∣∣Ωi jΩ jk Ŝki

(β∗ω)3

∣∣∣∣∣ Ŝki = Ski −
1
2

∂ũm

∂xm
δki (4.11)

The most important differences between Wilcox’s 2006 k-ω turbulence model and
earlier versions (Wilcox, 1988, 1998) are the addition of a “cross diffusion” term and
a “stress-limiter” modification. The addition of the “cross diffusion” term (see σd in
Equation 4.8) is suggested as a remedy for the original k-ω model’s sensitivity to the
freestream value of ω, while the “stress-limiter” modification (see µT dependence on
ω̃ in Equation 4.6) is used to improve the model’s capability to predict hypersonic-
and supersonic-separated flows. The “stress-limiter” modification makes eddy vis-
cosity a function of k, ω and, effectively, the ratio of turbulence-energy production
to turbulence-energy dissipation, and is somewhat similar to the “realisability con-
straints” cited by Moore and Moore (1999), Thivet et al. (2001) and Thivet (2002). The
current version of the k-ω model also includes Pope’s round-jet/plane-jet anomaly
modification (Pope, 1978). This modification corrects the anomaly seen in many tur-
bulence models, which wrongly predicts that a round-jet spreads more rapidly than a
plane-jet. The dilatation-dissipation modification, which improves compressible mix-
ing-layer predictions (Parent and Sislian, 2004; Wilcox, 2006), has been omitted as rec-
ommended by Wilcox (2006) because it has a detrimental effect on shock-separated
flow predictions.

In Eilmer3, the transport equations for k and ω are solved by a method that is the
same as that used for the mass, momentum and energy conservation equations (as
described in Section 4.1.1). The only differences are that the source (production and
dissipation) terms for k andω are updated implicitly using a single-step Euler update,
and that the values of ω are corrected as recommended by Menter (1994) to improve
the estimation ofω in cells that located near non-slip walls.

The newly implemented k-ω model in Eilmer3 is validated against test cases that
have flowfields representative of those to be expected in the current experiments. The
validation exercise will demonstrate the suitability of Eilmer3 and the k-ω turbulence
model for use in the current project. The selected test cases, shown in Figure 4.1, are
also representative of those to be expected in typical scramjet flowfields. The first and
second test cases, which involve the development of a turbulent boundary layer on a
flat plate and an axisymmetric cylinder, are the most commonly seen features through-
out the entire scramjet. The third test case, which involves the flow over a backward-
facing step, is a feature commonly used in scramjets for the injection of fuel and for
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Figure 4.1: Overview of selected test cases.

flameholding. The fourth test case, which features the turbulent mixing of two coax-
ial jets, is commonly seen inside combustion chambers of scramjets where fuel mixes
with air for combustion. The fifth test case involves the interaction between a swept
shock wave and a turbulent boundary layer - a three-dimensional feature that com-
monly occurs throughout the entire scramjet. The first, second and fifth test cases are
seen throughout the current experimental model, while the third and fourth test cases
are seen near the fuel slot injector. Note that all validation test cases make up regions
of the flowfield that are expected in the current study. In addition, since the flowfield
expected in the current experiments has somewhat similar flow features to those in the
experiments of Kirchhartz (2010), validation against these experiments is a definitive
way of demonstrating the suitability of the numerical tools for use in the current study.

4.1.3 Test case 1 - 2D flat plate

The first validation test case is that of a two-dimensional Mach 4.5 flow of air over a
flat plate. Experimental results of Mabey (from Fernholz and Finley (1977) test case
74021801) and turbulent skin friction correlations by Van Driest (1956) are used for
comparison with Eilmer3 simulations. Due to its simplicity, this test case is used to ex-
plore the k-ω model’s sensitivity to freestream turbulence properties. In this test case
(Figure 4.2), a boundary layer formed on the top surface of a 1.65 m long and 0.889 m
wide flat plate. This boundary layer was tripped by small glass spheres located 2.5 mm
downstream of the plate’s leading edge. The walls were insulated and can be assumed
to be adiabatic. Air, modelled as an ideal gas at a static pressure of 3.2 kPa, static tem-
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Figure 4.2: Schematic of the flat plate experiments.

Table 4.1: Test matrix for the different freestream turbulence properties tested.

Turbulence intensity
µT
µL

1e-5 1e-3 1e-2

1e-5
k∞ = 7.6e-5

Not tested∗ Not tested∗
ω∞ = 326490

1
k∞ = 7.6e-5 k∞ = 0.76 k∞ = 76
ω∞ = 3.2649 ω∞ = 32649 ω∞ = 3264900

10
k∞ = 7.6e-5 k∞ = 0.76 k∞ = 76
ω∞ = 0.32649 ω∞ = 3264.9 ω∞ = 326490

100
k∞ = 7.6e-5 k∞ = 0.76 k∞ = 76

ω∞ = 0.032649 ω∞ = 326.49 ω∞ = 32649
∗This combination of freestream turbulence properties was not tested

because the resultingω value was larger than 1% of that expected in

the boundary layer.

perature of 62 K and velocity of 713 m/s, is used as the inflow for these simulations.
The inflow freestream turbulence intensity in the simulations is varied between 0.00001
and 0.01 while the turbulent-to-laminar viscosity ratio is varied between 0.00001 and
100 for the sensitivity studies. The corresponding values of k and ω are shown in Ta-
ble 4.1. The use of freestreamω values that are larger than 1% of those in the boundary
layer is considered to be unrealistic (Wilcox, 2006). Therefore, simulations with combi-
nations of freestream turbulence intensity and turbulent-to-laminar viscosity ratio that
generate unrealistic freestream values ofω have been omitted.

To check for grid convergence, simulations using a freestream k of 0.76 m2/s2 and
freestream ω of 32649 /s are conducted on three grids (64×24 cells, 128×48 cells and
256×96 cells). For the three grid configurations, it is ensured that at least 15 cells in
the wall-normal direction are within the boundary layer and that most wall cells have
a y+ value of less than 1. The entire computational domain is assumed to be turbu-
lent. Figure 4.3a shows the estimated values of displacement thickness at x = 0.368 m
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plotted against the representative cell size for the three grid configurations. In this
two-dimensional simulation, the representative cell size, ∆ is computed as

√
1/Ncells,

where Ncells is the total number of cells for each grid. Also shown in Figure 4.3a is a
line that has been fitted through the three points. The equation for this line follows the
form

f (∆) = flimit − C∆O (4.12)

where f (∆) the flow parameter of interest, flimit the limiting value for infinite resolu-
tion, C a constant and O the order of convergence. For about a second-order conver-
gence, the limiting value for displacement thickness is 2.610 mm. A comparison of this
value with that for the 256×96-cell grid indicates a grid-induced error of 1.3% when
the 256×96-cell grid is used. Similarly, Figure 4.3b shows the values of skin friction
coefficient averaged from x = 0.1 m to x = 0.25 m plotted against the representative cell
size for the three grid configurations. For a first-order convergence, the limiting value
for skin friction coefficient is 0.001309. A comparison of this value with that for the
256×96-cell grid indicates a grid-induced error of 0.3% when the 256×96-cell grid is
used. As such, all subsequent simulations for this test case are conducted using the
256×96-cell grid.
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Figure 4.3: Grid convergence for the 2D flat plate test case.

Figure 4.4a shows the velocity profiles taken at x = 0.368 m. These profiles have been
non-dimensionalised using van Driest’s transformation (White, 2006), where u+ is the
dimensionless velocity and y+

cell is the dimensionless normal distance of a cell from the
wall. The numerical results shown in Figure 4.4a are for simulations conducted us-
ing different values of freestream turbulence intensities and turbulent-to-laminar vis-
cosity ratios that are listed in Table 4.1. In the viscous sublayer and log-law regions
(y+

cell < 300), the numerical results match the experiments to within 4% difference and
also do not exhibit any sensitivities to the freestream turbulence values. However,
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Figure 4.4: Comparison of experimental, theoretical and numerical results. Numerical results
are from simulations that have been conducted using freestream turbulence intensities listed in
Table 4.1.

in the wake region (y+
cell > 300), variations of about 2% in u+ can be observed. Fig-

ure 4.4b shows the experimentally measured, theoretically predicted and numerically
simulated values of skin friction coefficient along the flat plate. The theoretical values
are computed using van Driest’s flat plate turbulent skin friction theory. An estimation
of the accuracy of this theory ranges from ±3% (Squire, 2000) to ±10% (Hopkins and
Inouye, 1971). Although the numerically-predicted distributions of skin friction coef-
ficient vary by about 4% for the range of freestream turbulence properties tested, all
results still fall within the ±10% uncertainty bands of van Driest’s theory and experi-
mental results. This shows that the k-ωmodel in Eilmer3 can be used to predict turbu-
lent skin friction coefficient on a flat plate, despite the model’s sensitivity to freestream
turbulence properties.

4.1.4 Test case 2 - Axisymmetric hollow cylinder

The second validation test case is the experiments of Mallinson et al. (2000) which in-
volved a Mach 8.8 flow over a hollow cylinder. The experiments were performed in the
Imperial College gun tunnel at a stagnation pressure of 60 MPa and stagnation temper-
ature of 1150 K to supply a Mach 8.8 flow of nitrogen to the cylinder. The outflow from
the tunnel’s contoured nozzle has a slight divergence from the axis of the nozzle - at the
nozzle exit plane, the flow deflection angle increases by about 0.005◦ per millimetre ra-
dial distance from the nozzle axis. This test case is an axisymmetric analogy of the flat
plate test case and serves as an excellent exercise to test the axisymmetric formulation
of the k-ω model. The turbulence model’s sensitivity to y+ values and maximum cell
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aspect ratios are also investigated in this test case. The experimental setup is shown
schematically in Figure 4.5. Static pressure and heat flux distributions were measured
on the external surface of the sharp-nosed cylinder. The boundary layer that grew on
this surface was allowed to transition naturally to turbulence from its laminar state. In
this validation exercise, several grid configurations are used to explore the k-ωmodel’s
sensitivity to y+ values and cell aspect ratios. Details of these grids are provided in the
results. Nitrogen, modelled as an ideal gas with a turbulence intensity of 0.005 and a
turbulent-to-laminar viscosity ratio of 0.5, is used as the inflow condition. The pres-
ence of flow angularity is also accounted for in this inflow. The wall of the cylinder is
modelled to be at a constant temperature of 295 K. To trigger the transitioning of the
boundary layer at about x = 0.1 m, the region from x = 0 m to x = 0.05 m is set to be a
laminar region. For a turbulent Eilmer3 simulation, a laminar region is where the tur-
bulent viscosity is set to zero, the turbulent kinetic energy and specific dissipation rate
are transported, and the turbulence source terms not computed.

y

x

diameter
75 mm outer

Figure 4.5: Schematic of the axisymmetric hollow cylinder experiments, where x = 0 m corre-
sponds to the leading edge of the cylinder.

Figure 4.6 shows the numerical results for four different grid resolutions. The nam-
ing convention for the grids indicates the number of cells, y+ value, maximum cell as-
pect ratio and wall-normal grid stretching rate. For example, the “200×65cells-y+1.5-
ar227-gs12” grid has 200 streamwise cells, 65 wall-normal cells, a y+ value of 1.5, a
maximum cell aspect ratio of 227 and an average wall-normal grid stretching rate of
12% in the boundary layer regions. Note that the y+ value is taken from an average
of the y+ values in the turbulent region (from x = 0.18 m to 0.8 m). In contrast to the
boundary layer profiles in Figure 4.6a, the simulated surface static pressure and heat
flux distributions in Figures 4.6b and 4.6c show greater sensitivity to grid resolution.
If grid convergence is considered based only on the boundary layer profiles and sur-
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face static pressure, then the “200×65cells-y+1.5-ar227-gs12” grid is adequate. How-
ever, if the heat flux distributions are also considered, then this grid does not produce
grid-independent results. To check for grid convergence, values of surface heat flux
averaged from x = 0.7 m to x = 0.8 m are plotted against the representative cell size for
the different grid configurations in Figure 4.6d. For a first-order convergence, the lim-
iting value for surface heat flux is 65.1 kW/m2. A comparison to this value indicates
that the estimated surface heat flux for the “520×169cells-y+0.6-ar237-gs4” grid has a
grid-induced error of 3.6%, while that for the “400×130cells-y+0.8-ar235-gs6” grid has
a grid-induced error of 4.7%.
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Figure 4.6: Comparison of results from grids with different resolutions.

In turbulent CFD simulations, the y+ value and aspect ratio of the first wall-normal
cell also need to be considered in grid-convergence studies. The y+ criterion is impor-
tant for adequate resolution of the laminar sublayer needed by the low-Reynolds num-
ber formulation of the turbulence model, while the maximum cell aspect ratio criterion
is needed to ensure adequate resolution of the physics in the flowfield. To examine
the influence of y+ on the numerical results, the grid clustering for the “400×130cells-
y+0.8-ar235-gs6” grid is adjusted to vary the y+ values. The simulated surface static
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pressure and heat flux distributions are shown in Figure 4.7. It can be observed that
only the heat flux distribution is truly sensitive to differences in y+; the pressure dis-
tribution is similar for all three grids. To quantify the k-ω model’s sensitivity to y+

values, the value of y+ at an arbitrary location (x = 0.3 m) is plotted against the value
of surface heat flux for each grid in Figure 4.7, and shown in Figure 4.8. A line fitted
through these points is extrapolated to estimate the wall heat flux value if an infinitesi-
mally small y+ is used. A comparison between this extrapolated wall heat flux value to
that for y+ = 0.2 gives a difference of approximately 1%. For a y+ of 0.8, the difference
is about 6% and for a y+ of 1.7, this difference is about 13%. For this test case, where
the experimental uncertainties for the heat flux measurements are about ±5%, the use
of the numerical results from grids with a y+ less than 0.8 is acceptable.
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Figure 4.7: Comparison of results from grids with different y+ values.
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It can be seen in Figure 4.7 that the surface heat flux distribution for the “400×130-
cells-y+0.2-ar961-gs7” grid becomes unstable downstream of x = 0.3 m. This instability
is brought about by the high aspect ratios of the cells. Clustering to the surface to
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achieve low y+ values tends to lead to cells with high aspect ratios. To quantify the ef-
fects of cell aspect ratio on the simulations, results from grids with different cell aspect
ratios are plotted in Figure 4.9. The grids with a maximum cell aspect ratio of around
200 produce stable results. When the maximum cell aspect ratio is around 577, small
instabilities appear. For grids with maximum cell aspect ratio higher than 600, signif-
icant instabilities can be seen in the surface heat flux traces. For the numerical imple-
mentation in Eilmer3 described here, it is therefore recommended that maximum cell
aspect ratios be kept below 600 for all simulations. Note that this value may depend
on the details of the numerical scheme used. For example, in a different flow structure
and with a different code, Hirsch (1988, 2007) quotes a value for maximum cell aspect
ratio that is an order of magnitude larger than that stated in this paper. Note also that
since the recommendation of 600 is deduced from a test case which has a relatively
simple flow, it is likely that a smaller aspect ratio will be needed in cases with regions
of strong flow gradients or flow separation.
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Figure 4.9: Comparison of results from grids with different maximum cell aspect ratios.

Among the different grid configurations tested, the “520×169cells-y+0.6-ar237-gs4”
grid is taken to be the most suitable one for comparison with the experimental data - it
is sufficiently grid-converged for boundary layer profiles, surface pressure and surface
heat flux distributions, it has a maximum aspect ratio of less than 600, and it has an av-
erage y+ of 0.6. The numerical results for this grid are compared with the experimental
data in Figure 4.10. The computed surface static pressures agree well with those mea-
sured. The small dip and rise in the surface static pressure at x ≈ 0.1 m in Figure 4.10a
is an artefact of the turbulence model transitioning the boundary layer from a laminar
to a turbulent state.

The surface heat flux distribution in Figure 4.10b can be divided into three regions -
laminar region between x = 0.0 m and 0.1 m, transitional region between x ≈ 0.1 m and
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Figure 4.10: Comparison of experimental and numerical results.

0.18 m, and turbulent region downstream of x ≈ 0.18 m. The laminar surface heat flux
distribution is well predicted by Eilmer3. The transitional region is also well modelled
by the k-ω model in Eilmer3. An interesting point to note here is that even though
the only variable fixed in this simulation is the location where transition initiates, the
overall transitional process (the length of the transitional region) is predicted quite well
by the k-ω model. The turbulence model underpredicts the peak in surface heat flux
at x ≈ 0.16 m by about 9%. In the turbulent region, the simulated surface heat flux
distribution matches the experimental data to within experimental uncertainties. This
good agreement deviates progressively from the experimental values downstream of
x ≈ 0.5 m.

4.1.5 Test case 3 - Backward-facing step

The third validation test case is the Mach 2 flow over a backward-facing step exper-
iments of Eklund et al. (1995) and McDaniel et al. (1991). A two-dimensional Laval
nozzle is used to supply air at a stagnation pressure of 274 kPa and stagnation tem-
perature of 300 K to the backward-facing step (see Figure 4.11). The freestream static
pressure, static temperature and velocity are 35 kPa, 167 K and 518 m/s respectively.
As the dimensions of the Laval nozzle are not provided in the papers, the nozzle is not
modelled in the current simulations. Instead, a two-dimensional duct with a 0.5◦ ta-
per (to accommodate for boundary layer growth) and an arbitrary length is used. Air,
modelled as an ideal gas with a turbulence intensity of 0.01 and a turbulent-to-laminar
viscosity ratio of 100, is used as the inflow to the duct. The length of this duct was var-
ied until the flow at one step height upstream of the step matched the experimentally
measured profiles (see Figure 4.12). These profiles were then used as inflow conditions
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Figure 4.11: Schematic of the backward-facing step experiments.
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Figure 4.12: Comparison of profiles at x/H = -1. Note that temperatures and velocities have
been normalised using freestream quantities quoted in the main text.

for the actual simulation of the flow past the step. Simulations were conducted on
three grid resolutions (2685 cells, 10080 cells and 40080 cells) to check for grid conver-
gence. For each of these grids, it was ensured that at least 15 cells were located in the
wall-normal direction within the boundary layer and that most wall cells have a y+

value of less than 1 (except for the first few wall cells just downstream of the step). The
walls are assumed to be adiabatic for the simulations. Figure 4.13a shows the estimated
displacement thickness at x/H =−1 plotted against the representative cell size for the
three grid configurations while Figure 4.13b shows that for the estimated y-location of
the expansion fan at x/H = 10.8. The limiting value for the displacement thickness is
3.86 mm with close to second-order convergence, while that for the y-location of the
expansion fan is 8.75 mm with approximately third-order convergence. A comparison
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Figure 4.13: Grid convergence for the 2D backward-facing step test case.

of these values with those from the solutions of the 40080-cell grid indicates a grid-
induced error of 0.3% for the displacement thickness and 0.5% for the y-location of the
expansion fan.

Figure 4.14 shows the comparisons between experimentally measured and numer-
ically computed pressure and temperature contours. These comparisons show that the
degree of expansion, the position of the recompression shock and the size of the sepa-
ration region are well estimated by Eilmer3. Only a subtle difference can be observed
from these comparisons - the expansion fan is shown to centre around the step and

does not extend as far upstream as measured in the experiments. Eklund et al. (1995)
also observed this in their numerical simulations and attributed it to the small curva-
ture at the corner of the step not being modelled in the simulations. Eilmer3 simula-
tions with a 0.5 mm radius curvature at the corner of the step also failed to reproduce
the upstream spreading of the expansion fan seen in the experiments.

Comparisons between the computed and measured (pointwise laser-induced io-
dine fluorescence) profiles of pressure, temperature and x-velocity at several axial
locations are shown in Figures 4.15a - 4.15c. The expansion fan and recompression
shock are well captured by Eilmer3 (see pressure plots at y/H = 1.8 in Figure 4.15a and
y/H = 2.4 in Figure 4.15b for the expansion fan, and at y/H = 0.8 in Figure 4.15b and
y/H = 2.9 in Figure 4.15c for the recompression shock). However, in the region where
recompression starts (see pressure plot at y/H < 0.7 in Figure 4.15b), Eilmer3 underes-
timates the pressure near the walls by 13%. The temperatures at all three locations are
also well estimated by Eilmer3. The only difference is in the near-wall region where
Eilmer3 overestimates the temperatures by 5%. This mismatch is due to the erroneous
near-wall PLIIF measurement of temperatures brought about by background scatter-
ing. The excellent agreement between the experiments and simulations is also seen in
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(a) (b)

(c) (d)

Figure 4.14: Comparison between (a) experimentally measured and (b) numerically simulated
pressure contours, and (c) experimentally measured and (d) numerically simulated tempera-
ture contours. Note that the iso-contours have been normalised using freestream static proper-
ties.
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(a) Boundary layer profiles at x/H = 1.7.
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(b) Boundary layer profiles at x/H = 3.9.
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(c) Boundary layer profiles at x/H = 10.8.

Figure 4.15: Boundary layer profiles at several x/H locations. Note that pressures, tempera-
tures and velocities have been normalised using freestream quantities.
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the x-velocity profiles, where the only difference of about 22% occurs at y/H = 0.5 in
Figure 4.15c.

4.1.6 Test case 4 - Mixing of coaxial jets

The fourth test case is the experiment of Cutler et al. (2006) that was conducted to
study the turbulent mixing phenomena of two supersonic coaxial jets. Conducted at
NASA Langley Research Centre, these experiments have been adopted by the NATO
Research and Technology Organisation Working Group 10 as a test case for their CFD
development and validation activities. As the exit static pressures of both jets have
been tuned to be similar, the streamwise development of the flow is dominated by tur-
bulent stresses rather than pressure forces (Cutler and White, 2001). As such, this set
of experiments is considered to be an excellent test case for the turbulence model. The
experimental setup (Figure 4.16), designed to discharge two coaxial jets at Mach 1.8
into stagnant air, is axisymmetric and consists of an outer body and centre body. The

Figure 4.16: Schematic of the coaxial jets experiments.

passage between both bodies forms an exit nozzle for the coflow jet while the interior
passage of the centre body forms an exit nozzle for the centre jet. The centre jet, which
has a stagnation pressure of 615 kPa and stagnation temperature of 306 K, consists of
a mixture of helium and oxygen (95% He and 5% O2 by volume), while the coflow
jet, which has a stagnation pressure of 580 kPa and stagnation temperature of 300 K,
consists of air. An axisymmetric simulation of the flowfield is conducted with three
grids with different total numbers of cells (22572 cells, 90288 cells, 361152 cells). Grid-
independent solutions are obtained from the grid with a total of 90288 cells. The grids
start from the throats of both nozzles and extend for 0.27 m downstream of the noz-
zle exit plane. The grids also extend out radially by 0.33 m to capture the interaction
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between the coflow jet and the ambient air. The grids are clustered towards the walls
of both nozzles to achieve y+ values of less than 1. All gases used for this simulation
are modelled as ideal gases. In addition, a modification to Fick’s first law of diffusion
(Bird et al., 2007) to allow for turbulent mass diffusion is used. The turbulent Prandtl
and Schmidt numbers are assumed to be 0.75, as recommended by Cutler et al. (2006).

Figures 4.17 - 4.20 show the comparisons between experimentally measured and
numerically simulated profiles of He-O2 mole fractions, Pitot pressure, x-velocity and
root-mean-square x-velocity fluctuations. Note in Figure 4.20 that the experimentally
measured values of root-mean-square x-velocity fluctuations

√
u′2 are compared with

numerically simulated
√

2k/3 values. This has to be carried out because
√

u′2 can-
not be extracted fom RANS simulations. However, since

√
u′2 is equal to

√
2k/3 only

in truly isotropic turbulence (in most shear flow cases,
√

u′2 is slightly larger than√
2k/3), the comparison between both values should only be treated to be approxi-

mate (Hinze, 1975). Note also that there are two sets of numerical results for the plots
in Figures 4.17 - 4.20. The “Low Iturb” results are from Eilmer3 simulations that have
an inflow turbulence intensity of 0.01 and a turbulence-to-laminar viscosity ratio of 1.
The “High Iturb” results are from simulations that have an inflow turbulence intensity of
0.035 for the coflow jet and 0.02 for the centre jet, and a turbulence-to-laminar viscosity
of 5000 for both jets. This rather large value for turbulent-to-laminar viscosity ratio is
needed to match the measured turbulence intensities at the nozzle exit plane. Specifi-
cally, the higher freestream turbulence quantities for the “High Iturb”case are obtained
from adjustments of these values to match

√
2k/3 values with

√
u′2 values at the noz-

zle exit plane (see Figure 4.20a). In addition, Cutler’s CFD results are also presented
together with the experimental measurements and Eilmer3 results (see Figures 4.17 -
4.20f).

Figure 4.17 shows that the turbulent mixing of helium and oxygen between the
coflow and centre jets is well predicted by the “High Iturb” Eilmer3 simulations, with a
difference of 5% occurring at the last measurement plane (Figure 4.17f). Results from
the “Low Iturb” Eilmer3 simulations and from Cutler’s CFD simulations (which also
used low freestream turbulence intensities) do not match the experiments as well as
the ‘High Iturb” simulations. This shows that matching the turbulence intensities at the
nozzle exit plane is important in achieving good agreement between the numerical
and experimental results. Although the rate at which both jets mix in the numerical
simulations can be controlled by adjusting the turbulent Schmidt number (Cutler and
White, 2001), the way in which both jets mix is dependent on the turbulence model and
diffusion model. The excellent agreement between the “High Iturb” Eilmer3 simulations
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(b) x = 0.043 m
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(c) x = 0.081 m
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(d) x = 0.121 m

 0

 0.2

 0.4

 0.6

 0.8

 1

 0  0.005  0.01  0.015  0.02

H
e
-O

2
 m

o
le

 f
ra

c
ti

o
n
s

y, m

Eilmer3 - High Iturb
Eilmer3 - Low Iturb

Cutler et al.

(e) x = 0.181 m
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Figure 4.17: He-O2 mole fractions at several x-locations.
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(a) x = 0.003 m
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(c) x = 0.081 m
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(d) x = 0.121 m
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(e) x = 0.181 m
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(f) x = 0.261 m

Figure 4.18: Pitot pressure at several x-locations.
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(a) x = 0.005 m
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(b) x = 0.042 m
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(c) x = 0.082 m
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(d) x = 0.123 m
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(e) x = 0.190 m
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Figure 4.19: x-velocity at several x-locations.
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(a) x = 0.005 m
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(b) x = 0.042 m
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(c) x = 0.082 m
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(d) x = 0.123 m
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(e) x = 0.190 m
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(f) x = 0.258 m

Figure 4.20: Comparison of experimental turbulence intensity
√

u′2 from the experiments of
Cutler et. al. and numerical turbulence intensity

√
2/3 k from Eilmer3 simulations.
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and experiments indicates that the combination of the modified Fick’s diffusion model
and Wilcox’s k-ω turbulence model works well in predicting the mixing phenomena
of both jets.

Figure 4.18 shows that the Pitot pressures in the mixing region between both jets
(y = 0 m to 0.015 m) are also well estimated by the “High Iturb” Eilmer3 simulations.
The interaction between the coflow jet and the ambient air is well estimated up to
x = 0.081 m. The simulations then deviate by up to 15% from the experimental mea-
surements downstream of this location. For the x-velocities (Figure 4.19), Eilmer3 es-
timations of the experiments are good, with a maximum difference of 8% occurring at
x = 0.082 m. Similar to the comparisons made in Figure 4.17, the “High Iturb” Eilmer3
simulations match the experiments better than the “Low Iturb” Eilmer3 simulations and
Cutler’s simulations. This, once again, demonstrates the importance of matching the
turbulence intensities at the nozzle exit plane.

Figure 4.20 shows that the profiles of
√

u′2 and
√

2k/3 are in good agreement
qualitatively. However, while

√
2k/3 in the region y = 0.01 m to 0.02 m stays almost

constant,
√

u′2 increases in the streamwise direction. This increase in
√

u′2 values is
attributed to increased streamwise interaction of the coflow jet with the ambient air.
The mismatch between the

√
u′2 and

√
2k/3 values in this region could be the cause

for the difference between experimentally measured and numerically computed Pitot
pressure profiles in the y = 0.01 m to 0.02 m region (see Figure 4.18f).

4.1.7 Test case 5 - Shock-wave-turbulent-boundary-layer interaction

The fifth test case is that of the experiments of Kim et al. (1991) conducted to study the
interaction between a swept shock wave and a turbulent boundary layer. The exper-
imental setup is shown in Figure 4.21. Air at a freestream static pressure of 10.3 kPa,

y
x

z

r
20° β

Figure 4.21: Schematic of the shock-wave-turbulent-boundary-layer interaction experiments.
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static temperature of 70.4 K, velocity of 707 m/s and Mach number of 4 flows over the
flat plate of length 0.216 m. The resulting boundary layer on the flat plate is turbulent
upstream of the fin (Kim et al., 1991). This boundary layer then interacts with the shock
wave generated by the 20◦ fin. To simulate this flowfield, three three-dimensional grids
with different total numbers of cells are used. Grid-independent solutions are obtained
for a grid with a total of 2985984 cells. Boundary layer profiles from two-dimensional
turbulent flat plate simulations, which have been verified against those measured ex-
perimentally (Lu, 1988), are used as inflow conditions for these simulations. As no
turbulence parameters were measured in the experiments, an arbitrary turbulence in-
tensity of 0.01 and turbulent-to-laminar viscosity ratio of 1 are used to start the two-
dimensional flat plate calculations. The surfaces of the flat plate and fin are modelled
as non-slip walls at a constant temperature of 316.2 K. The grids are clustered towards
these walls to ensure that the y+ and z+ values are below 1.

Figure 4.22 shows a comparison between experimentally measured and numeri-
cally computed values of static pressure on the flat plate surface at r = 0.0889 m. It
can be observed that Eilmer3 simulations capture both the vortex in the near-fin re-
gion (note the pressure rise and drop for 20◦ < β < 30◦) and the vortex on the flat
plate (note the pressure rise and drop for 30◦ < β < 52◦). Numerical results of Knight
et al. (2003), which were obtained from simulations with the Wilcox-Durbin turbulence
model, are also shown in Figure 4.22. The Wilcox-Durbin turbulence model (Durbin,
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Figure 4.22: Static pressure on the flat plate surface at r = 0.0889 m. Note that static pressures
have been normalised against freestream quantities.

1996) is essentially the Wilcox 1988 k-ω model (Wilcox, 1988) that uses a Clim = 1.03
stress-limiter. Knight et al. (2003) showed that the use of the Wilcox-Durbin model im-
proved the estimates for 3D shock-wave-turbulent-boundary-layer interaction in com-
parison with the Wilcox 1988 k-ω model. According to Wilcox (2006), the Clim = 7/8
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stress-limiter in the 2006 k-ω model should further improve these estimates. In the
30◦ < β < 60◦ region in Figure 4.22, the computed surface static pressure distribu-
tion for both turbulence models are in close agreement with the experiments. In the
25◦ < β < 30◦ region, the 2006 k-ω model performs better than the Wilcox-Durbin
model in estimating the drop in static pressure. Both models overestimate the pres-
sures in the near-fin region (20◦ < β < 25◦) with the 2006 k-ω model performing
worse than the Wilcox-Durbin model.

4.1.8 Test case 6 - Boundary layer combustion experiments of Kirch-

hartz

As described in Section 2.1, Kirchhartz (2010) used a circular constant-area inlet which
was connected to a circular constant-area combustor with an annular slot fuel injector
for his boundary-layer-combustion experiments 2.10 . To model this geometry, a grid
which had total of 620400 cells was used. The location for boundary layer transition
was taken to be at 0.122 m upstream of the fuel injection plane (Kirchhartz, 2010). Ni-
trogen, modelled as an ideal gas at a static pressure of 79.4 kPa, temperature of 1075 K,
and velocity of 2860 m/s, was used as the inflow to the inlet. Hydrogen, modelled as
an ideal gas at a static pressure of 9.3 kPa, static temperature of 86.7 K, and velocity of
2280 m/s, was used as the inflow at the exit of the fuel injector. The inflow profiles for
the inlet and the fuel injection were assumed to be uniform. In addition, the freestream
turbulence intensity was taken to be 0.01 and the freestream turbulent-to-laminar vis-
cosity ratio to be 1. As Kirchhartz’s tests were conducted in the T4 impulse facility, the
surface temperature of the model is estimated to rise by less than 1 K due to the short
test times. The inlet and combustor walls were hence modelled in the simulations to
be at a constant temperature of 298 K. Although values of y+ varied along the duct in
these simulations, these values were kept below 1 for most parts of the duct, with ex-
ception to the first few cells at the leading edge and behind the backward-facing step.
In comparison with grids with 310200 and 155100 cells, grid-converged results were
obtained for the grid with 620400 cells. To account for turbulent diffusion, a modified
version of Fick’s diffusion model (Bird et al., 2007) was used. The combination of this
model with the k-ω model was shown to successfully estimate the turbulent mixing
phenomena of two coaxial jets in test case 4. Note that only the fuel-off and fuel-into-
N2 tests from Kirchhartz’s experiments are simulated.

Figure 4.23a shows a comparison of the experimental (from tests 10167 and 10192)
and numerical pressures along the combustor. For both the injection and no-injection
cases, the experimental pressure distribution along the combustor is well estimated
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Figure 4.23: Comparison of experimental and numerical results.
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by Eilmer3. The only difference is that Eilmer3 overpredicts the shock impingement
locations by 0.015 m. This could be attributed to the assumption of a uniform inflow
profile at the entrance of the inlet instead of accounting for the possible variations in
the profile (Schloegel and Boyce, 2009). Note also that both the experimental and nu-
merical pressures are higher for the injection case than for the no-injection case. This
increase in pressure is brought about by the effect of mass addition. Figure 4.23b shows
the numerically simulated local skin friction coefficient along the combustor. The rise
in the values of skin friction coefficient at -0.122 m is brought about by the “switching-
on” of turbulence. As expected, the skin friction coefficient upstream of fuel injection
in the inlet for both injection and no-injection cases are identical. In the combustor,
the reduction of the local skin friction coefficient is evident when hydrogen is injected.
A reduction of 70% in the skin friction coefficient for the injection case from that for
the no-injection case occurs in the region of 10 step heights from the fuel injection
plane. Downstream of this region, the high level of skin friction reduction then di-
minishes to about 6% by the end of the combustor. The reduction in skin friction is
brought about the film-cooling effect described in Chapters 1 and 2. The resulting drag
integrated over the length of the combustor is then normalised as discussed in Sec-
tion 3.4.2, and compared against experimentally measured values in Figure 4.23c. The
integrated drag coefficients from the experiments for both injection and no-injection
cases are well predicted by the numerical simulations. Because the level of drag reduc-
tion estimated by Eilmer3 is similar to that measured in the experiments, this is a good
indication that Eilmer3 has also correctly estimated the levels of mixing between the
injected hydrogen and mainstream nitrogen.

The excellent agreement observed between the numerical and experimental results
in this and the other five test cases clearly demonstrates that Eilmer3, with the k-ω
turbulence model implemented by the present author, can be used to simulate the type
of flow relevant to the current study.

4.2 Analytical tools

Despite their simplicity, turbulent skin friction theories can be very useful tools for the
prediction of skin friction drag. For the current project, these theories are used for the
estimation of turbulent skin friction drag acting on the internal surface of the combus-
tor. Although these theories do not take into account the effects of flow disturbances
and hence may not be expected to give a highly accurate prediction of the skin friction
drag in the presence of flow disturbances, the drag values predicted using these theo-
ries still provide a good baseline estimate for when boundary layer combustion works
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and is hence a useful gauge for estimating how much skin friction reduction is affected
by flow disturbances.

4.2.1 Turbulent skin friction theories

Of the many theories reviewed by Hopkins and Inouye (1971), Cary and Bertram
(1974), Bradshaw (1977) and White (2006), the method commonly referred to as the
van Driest II method is proposed to be the most accurate method for predicting com-
pressible turbulent skin friction drag. For flows on very cold walls (Tw/Taw < 0.2),
several researchers have found that the theory of Spalding and Chi (1964) gave a more
accurate prediction of skin friction drag than does the van Driest II method (Bradshaw,
1977; Goyne et al., 2003; Kirchhartz, 2010). For tests in hypersonic impulse facilities,
the wall-to-adiabatic-wall-temperature ratio Tw/Taw generally ranges from 0.02 to 0.1.
Since Tw/Taw in the combustor for the conditions used in the current experiments is
expected to range from 0.05 to 0.08, it is also appropriate to consider the turbulent skin
friction predictions from the theory of Spalding & Chi. For cases where hydrogen is in-
jected and allowed to burn, skin friction is predicted using the theory of Stalker (2005),
which is described in Section 2.1.

Van Driest (1956)
The local skin friction coefficient c f can be estimated using Equation 4.13.

4.15 log(c f Rexµe/µw) + 1.7 = F0/
√

c f (Taw − Te)/Te (4.13)

where

F0 = sin−1(b/Q) + sin−1
[
(2a2 − b)/Q

]
b = (He − Hw)/Hw

a2 = u2
e /(2.0Hw)

Q =
√

b2 + 4a2

(4.14)

Spalding and Chi (1964)
The local skin friction coefficient c f can be estimated using Equation 4.15.

c f ,e = (1/Fc) c f ,e,inc (4.15)



Analytical tools Section 4.2 77

where

Fc = [(Taw/Te)− 1] / (sin−1α + sin−1β)2

α = [(Taw/Te) + (Tw/Te)− 2] /

√
[(Taw/Te) + (Tw/Te)]

2 − 4(Tw/Te)

β = [(Taw/Te)− (Tw/Te)] /

√
[(Taw/Te) + (Tw/Te)]

2 − 4(Tw/Te)

(4.16)

The incompressible skin friction coefficient c f ,e,inc can be computed using Equation 4.17.

Rex,inc = (1/12)(2/c f ,inc)2 + (1/[K3E])
{[

2 +
(

2− K
√

2/c f ,inc

)2
]

exp
(

K
√

2/c f ,inc

)
− 6− 2K

√
2/c f ,inc − (1/12)

(
K
√

2/c f ,inc

)4
− (1/20)

(
K
√

2/c f ,inc

)5

− (1/60)
(

K
√

2/c f ,inc

)6
− (1/256)

(
K
√

2/c f ,inc

)7
}

(4.17)

where

Rex,inc = Rex/
[

Fc (Te/Taw)−0.772 (Te/Tw)1.474
]

K = 0.4 and E = 12
(4.18)

Stalker (2005)
For cases when hydrogen is injected but combustion is suppressed, the local skin fric-
tion coefficient c f can be estimated using Equation 4.19.

4.15 log(c f Rexµe/µw) + 1.7 = F0/
√

c f (Taw − Te)/Te

+ 3.97 log
[
1.0− cHw + cHwujet/ue

] (4.19)

where

F0 = sin−1(b/Q) + sin−1
[
(2a2 − b)/Q

]
b = (He − Hw)/Hw

a2 = u2
e /(2.0Hw)

Q =
√

b2 + 4a2

(4.20)
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For cases when hydrogen is injected and allowed to burn, the local skin friction coeffi-
cient c f can be estimated using Equation 4.21.

4.15 log(c f Rexµe/µw) + 1.7 =

F1/
√

c f (Taw − Te)/Te

+ 3.97 log
{[

1.0− cHw + (cHw + f coe)ujet/ue
]
/(1.0 + f coe)

}
+ 3.97 log

{
1.0 + G exp

[
(F2 − F1)K

√
2/
√

c f (Taw − Te)/Te

]} (4.21)

where

G = 0.5(b1 − b2)g(1− g)/(1 + b1g− a2g2)

F1 = sin−1(b1/Q1) + sin−1
[
(2a2 − b2)/Q2

]
+ sin−1

[
(2a2g− b1)/Q1

]
− sin−1

[
(2a2g− b2)/Q2

]
F2 = sin−1(b1/Q1) + sin−1

[
(2a2g− b1)/Q1

]
b1 = (He − Hw + f coe∆Q)/Hw

b2 = (He − Hw − cHw∆Q)/Hw

a2 = U2/(2.0Hw)

α = cHw∆Q/Hw

Q1 =
√

b2
1 + 4a2

Q2 =
√

b2
2 + 4a2(1.0 +α)

(4.22)

Note that although these theories have been developed for boundary layers on flat
plates, they are applied in this project for the estimation of skin friction drag on the
curved internal surface of the combustor. For a boundary layer with a thickness that is
small relative to the radius of the combustor, the flat plate assumption is approximately
valid. Kirchhartz (2010) showed that for a 3.4 mm thick boundary layer in a combustor
of radius 16.6 mm, these theories can be used to estimate the skin friction to within 10%
accuracy for the experiments without fuel injection and to within 25% accuracy for the
experiments with fuel injection. For the current experiments, where the combustor
has the same radius as that of the combustor in Kirchhartz’s experiments, the average
boundary layer thickness is estimated to be 3.5 mm for about 90% of the combustor
circumference and 8 mm for the remaining 10%. This is roughly comparable to the
boundary layer thickness observed in Kirchhartz’s experiments, and hence indicates



Analytical tools Section 4.2 79

that the accuracy of the skin friction predictions will similar to that in Kirchhartz’s
analysis. For the current experiments, the effects of the flow disturbances are more
likely to influence the accuracy of the skin friction predictions than that of the deviation
from the flat plate assumption.

4.2.2 Modification of theories to account for flows with pressure gra-

dients

In the current experiments, when combustion occurs, the pressure levels in the constant-
area combustor rises to relatively high levels. This results in an adverse pressure gra-
dient that acts on the boundary layer. However, the three skin friction drag theories
described in Section 4.2.1 were developed for flows with low or no pressure gradients.
To account for adverse pressure gradients, these theories are applied in this project
using a local similarity principle proposed by Stollery and Coleman (1975). Stollery
and Coleman (1975) suggest that for an arbitrary body with properties known at the
edge of the boundary layer, the corresponding skin friction drag can be estimated by
locally applying a skin friction prediction method on incremental slices over the body,
as illustrated in Figure 4.24.
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Figure 4.24: Schematic for the concept of local similarity (Anderson, 2006).

Using the reference enthalpy method by Eckert (1955) as the skin friction approx-
imation method, Stollery (1976) shows that the local similarity approach can be used
to predict skin friction drag on flat plates and axisymmetric bodies with pressure gra-
dients. For the current experiments, the van Driest II, Spalding and Chi, and Stalker
theories are applied using the local similarity approach, as follows.
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1. Fit a line to the measured static pressure distribution in the combustor. Assuming
that pressure remains constant across the boundary layer, the fitted line is the
pressure at the edge of the boundary layer pe(x), where x is the distance along
the combustor.

2. Since the oncoming freestream conditions (p∞, T∞, M∞, ρ∞, u∞) are known, use
isentropic relations to compute the other properties at the edge of the boundary
layer (Te(x), Me(x), ρe(x), ue(x)).

3. Using the localised boundary layer edge conditions, compute the local skin fric-
tion coefficient by applying the turbulent skin friction theories of van Driest II,
Spalding & Chi and Stalker.

4. Integrate the local skin friction coefficient over the internal surface of the com-
bustor to obtain the integrated drag coefficient cD.

To demonstrate the validity of this approach, the experimental results of Kirchhartz
(2010) are used. Figure 4.25 shows a comparison between the experimental, numerical
and theoretical values of integrated skin friction drag coefficient. The experimental
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Figure 4.25: Comparison of experimental, numerical and theoretical results.

and numerical drag coefficients are similar to those shown in Figure 4.23c, while the
theoretical values are computed using the local similarity approach. These values are
shown for three cases - a fuel-off-N2 test (10167), a fuel-into-N2 test (10192) and a fuel-
on test (10154). For test 10167, it can be seen that the Spalding & Chi method offers
a better approximation of the skin friction drag than does the van Driest II method.
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Since the value of Tw/Taw is 0.15 for this test, this supports the findings of Bradshaw
(1977), Goyne et al. (2003) and Kirchhartz (2010) that the theory of Spalding and Chi
(1964) gives a more accurate prediction of skin friction drag for flows on very cold
walls (Tw/Taw < 0.2).

For the fuel-on test 10154, the theoretical level of drag reduction achievable by
boundary layer combustion can be computed by comparing the drag coefficient pre-
dicted using Stalker’s boundary layer combustion theory (dark grey bar titled “Stalker
BLC” for test 10154 in Figure 4.25) with that predicted using the van Driest II method
(white bar for test 10154 in Figure 4.25)1. This gives a theoretical drag reduction of 60%.
However, the experimentally-measured level of drag reduction is only 33% (compare
the black bar for fuel-on test 10154 with the black bar for fuel-off-N2 test 10167 in Fig-
ure 4.25). Kirchhartz (2010) shows that, by accounting for the increased drag from the
combustion-induced pressure rise, a more appropriate comparison between the exper-
iments and the analytical predictions can be made2. This is done by comparing the
experimentally-measured drag coefficient (black bar for fuel-on test 10154) with that
predicted using the Spalding & Chi theory for the fuel-on test (hatched bar for fuel-on
test 10154). The resulting level of drag reduction obtained from this comparison is 61%.
This compares very well with the theoretical level of drag reduction of 60% predicted
using Stalker’s method. Note also that the Spalding & Chi theory predicts a higher
drag coefficient for the fuel-on test (hatched bar for test 10154) than for the fuel-off-N2

test (hatched bar for test 10167) because of the higher pressure gradients present in the
fuel-on test.

By using the same approach as that used in the fuel-on test, Stalker’s film-cooling
theory predicts a drag coefficient reduction of 41%. The level of drag reduction in-
ferred from a comparison of the experimental drag coefficient with that predicted by
the Spalding & Chi theory is 29%. This slightly poorer performance for the fuel-into-N2

1As stated in Kirchhartz (2010), the theoretical levels of drag reductions achievable with film-cooling
and boundary layer combustion can be inferred by comparing the drag coefficient predicted using
Stalker’s theory with that predicted using the van Driest II method. This comparison is justified be-
cause the theory of Stalker is developed from that of van Driest II and collapses to that of van Driest II
when fuel injection is not considered.

2It should be noted that the drag increment can only be brought about by the growth in displacement
thickness which occurs when fuel burns in the boundary layer. This is shown by Kirchhartz (2010)
in his experiments where a conical spike is located axially inside a cylindrical duct to bring about a
gradual reduction in the cross-sectional area which is similar to that caused by a growth in displacement
thickness. Kirchhartz’s experiments show that the constriction of the mainstream flow brings about an
adverse pressure gradient which then causes an increase in the skin frictional drag in the duct. In the
event where combustion occurs across the entire duct, it was shown in the experiments of Goyne et al.
(1999) and of Tanno et al. (2001) and the numerical simulations in Section 5.1.3 that the skin frictional
drag does not increase.
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test in comparison with that for the fuel-on test is also seen in the analysis of Kirchhartz
(2010).

The generally good agreement between the experimental, numerical and theoretical
results, which is also seen in Kirchhartz (2010), demonstrates that the theories of van
Driest II, Spalding & Chi and Stalker, when applied with the local similarity approach,
can be used to provide a baseline value for the skin friction drag acting on the internal
surface of the combustor in flows with minimal disturbances.



Chapter 5

Results & Discussions

This chapter presents the results from the experimental program. The analysis of the
results, supported with CFD simulations and turbulent skin friction theories, is also
reported. The chapter starts in Section 5.1 with an examination of the results for tests
conducted at a freestream stagnation enthalpy of 4.8 MJ/kg and Mach number of 6.2.
This is a good starting point, since the REST inlet has been designed to operate at this
condition. To check that the REST inlet is performing as it has been designed, its per-
formance is verified against its design point in Section 5.1.1. A comparison of the mea-
sured pressures in the inlet and the combustor with those from the CFD simulations is
shown in Section 5.1.2. This is then continued in Section 5.1.3 with a comparison of the
measured drag with that estimated using CFD simulations and skin friction theories.
Section 5.1 then concludes with a comparison of the results from the current exper-
iments with those from the experiments of Kirchhartz (2010), in which the test flow
contains minimal disturbances. This will demonstrate how flow disturbances from
the REST inlet affect the drag reduction potential of the boundary layer combustion
technique.

The measured pressures and drag for the experiments conducted with vortex gen-
erators attached on the inlet and the fuel injector are presented in Sections 5.2 and
5.3. As the vortex generators are used to generate flow disturbances similar to those
generated by cross-stream fuel injection, the results from these experiments will re-
veal how the disturbances from cross-stream fuel injection affect the drag reduction
potential of the boundary layer combustion technique. All results in Sections 5.2 to 5.3
are presented in the same way to those in Sections 5.1.2 and 5.1.3. Lastly, the findings
from experiments conducted at off-design test conditions are presented in Section 5.4.
These experiments are conducted to investigate how flow disturbances brought about
by changes in inflow conditions affect the drag reduction potential of the boundary
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layer combustion technique. For conciseness, only a summary of the results is pre-
sented. More details of the results from these experiments can be found in Appendix J.

5.1 Tests at design point - 4.8 MJ/kg condition

5.1.1 Verification of the performance of the inlet against its design

point

One of the key points in the design process of the REST inlet was to produce combustor-
entry conditions that are similar to those in the experiments by Kirchhartz (2010). The
comparison of a single-point measurement of the surface static pressure at entrance of
the combustor for both cases is not sufficient. As such, the numerical simulation of
the REST inlet has to be compared with those of Kirchhartz’s constant-area inlet. Fig-
ure 5.1 shows pressure measurements taken on the bodyside of the REST inlet for tests
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Figure 5.1: Pressure coefficients in the inlet

with air test gas and nitrogen test gas. Results from VULCAN CFD simulations1 that
have been conducted using air and nitrogen as test gases are shown on the same plot.

1 These simulations were conducted by Professor Michael Smart with the NASA Langley Research
Centre’s hypersonic CFD code VULCAN (White and Morrison, 1999). Note that VULCAN was used
instead of Eilmer3 for the simulation of the REST inlet because the automated grid-generation process,
which was proposed by Smart and White (2002) to remove the complexity of generating grids for REST
inlets, was built only to be used with VULCAN. Adapting this automated grid-generation process to
enable simulations of REST inlets to be conducted with Eilmer3 is not within the scope of this project,
and is hence not undertaken.
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Other than at 0.37 m from the leading edge of the inlet, the experimental pressure co-
efficients agree well with the numerical predictions. Pressure levels in that region are
highly sensitive to the location of the cowl shock impingement. It is postulated that
the mismatch between the numerical and experimental results at 0.37 m in Figure 5.1
is brought about because the bluntness of the leading edges of the REST inlet are not
modelled in the VULCAN CFD simulations. To investigate this further, Figure 5.2b
shows two-dimensional numerical simulations of three flat plates with leading edges
of different bluntness radii (0 mm, 0.5 mm and 1 mm radius). The inflow condition was
chosen to match that near the cowl closure point in the inlet - x-velocity is 1987 m/s,
z-velocity is -482 m/s, static pressure is 22.7 kPa and static temperature is 719 K.
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Figure 5.2: Effects of leading edge bluntness on cowl shock impingment location.

These results show that a leading edge with a bluntness radius of 0.5 mm shifts
the location of the cowl shock impingement on the bodyside surface by about 10 mm
upstream from that of a sharp leading edge. For a leading edge with a bluntness radius
of 1 mm, the impingement location of the cowl shock on the bodyside surface shifts by
about 18 mm upstream from that of a sharp leading edge. Although the leading edge
bluntness for the REST inlet is 0.5 mm, the geometry of the cowl closure is such that the
flow is not relieved as much as in the 2D simulation (see the enlarged diagram of REST
inlet at cowl closure in Figure 5.2a). One would then expect the impingement location
of the cowl shock to shift upstream by more than the length of 10 mm estimated from
the CFD simulations. This therefore indicates that the lack of the modelling of the
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leading edge bluntness to be the cause for the mismatch between the numerical and
experimental results at 0.37 m in Figure 5.1.

Note also that both experimental results and numerical results show that for the
air tests, the cowl shock impingement on the bodyside surface occurs about 2 mm up-
stream of that for the nitrogen tests. This is attributed to the difference in freestream
Mach number between the air and nitrogen tests (see Tables 3.1 and 3.2). A Mach num-
ber of 6.2 for the air tests, which is 0.2 lower than that in nitrogen tests, generates a less
inclined shock. A simple inviscid oblique shock analysis shows that this difference in
Mach number of 0.2 shifts the cowl shock by 2 mm.

With the CFD results being a reasonably good approximation of the flow in the in-
let, a comparison of these results with those of Kirchhartz can be made. Figure 5.3a
shows contour plots of the static pressure distribution taken on the symmetry plane
of the numerical simulations for the REST inlet in the current experiments and for the
constant-area inlet in Kirchhartz’s experiments, while Figures 5.3b and 5.3c show con-
tour plots of static pressure and streamwise vorticity taken on an axial plane 45 mm
upstream of the hydrogen injection plane for both inlets. These plots clearly show
that the inflow to the combustor from the REST inlet is more non-uniform than that
from the constant-area inlet. Figures 5.3d and 5.3e show the temperature and veloc-
ity profiles taken 45 mm upstream of the hydrogen injection plane. Figure 5.3 shows
that thicker and hotter boundary layers, which are favourable for the boundary layer
combustion technique (Kirchhartz et al., 2010), are present on the bodyside surface of
the inlet. Although the boundary layer on the cowlside surface of the REST inlet is
about the same thickness as that in the constant-area inlet, the peak temperatures in
the boundary layer are lower than those in Kirchhartz’s inlet. As mentioned in Chap-
ter 2, the peak temperatures and thickness of the boundary layer have a significant
effect on the ignition of the injected hydrogen (Rowan, 2003; Schetz and Gilreath, 1967;
Stephensen, 2002). To check if the lower temperatures in the boundary layer on the
cowl side of the inlet would affect the ignition of hydrogen, the ignition-delay length
correlation for a hydrogen-air mixture of Pergament (1963) is used.

Lignition =
8× 10−9 e9600/T

p/101300
× u (5.1)

For the current experiments, at the location of the peak temperature of 1370 K, the
velocity is 1713 m/s and static pressure is 72.8 kPa. This results in an ignition length
of 21 mm. For the inlet used by Kirchhartz (2010), the velocity is 1771 m/s and static
pressure is 90.7 kPa at the location of peak temperature of 1610 K. This results in an
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Figure 5.3: Comparison of results from the numerical simulations of the current experiments
and Kirchhartz’s experiments.
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ignition length of 6 mm. In a combustor of length 500 mm, a difference of 15 mm in the
ignition length between the current experiments and that of Kirchhartz (2010) is not
expected to be significant. Note that since the conditions used to estimate the ignition
lengths are localised conditions, the predicted ignition lengths are not expected to be
comparable with those estimated from the experimental measurements.

Since the combustor-entry conditions in Kirchhartz’s experiments were axisym-
metric while those in the current experiments are expected to be three-dimensional,
a one-dimensionalised form of comparison has to be made. Of the different meth-
ods available for the one-dimensionalisation of multi-dimensional data sets, mass-flux-
weighted averaging is a simple approach that has been shown by Baurle and Gaffney
(2008) to be suitable for the examination of how properties vary through a flowpath.
This can be written as

Favg =
∫

FρudA∫
ρudA

(5.2)

where F is the flow property to be averaged and Favg is the mass-flux-weighted aver-
aged value of F. Table 5.1 shows the conditions averaged 45 mm upstream of the fuel
injection plane. The comparison shows that most flow properties in the current exper-
iments differ from those of Kirchhartz by about 2% - 4%, with the largest difference of
7% occurring for uavg. Since one of the key points in the design process of the REST
inlet was to produce combustor-entry conditions that are similar to those in the experi-
ments by Kirchhartz (2010), these results demonstrate that the REST inlet is performing
as designed.

Table 5.1: Comparison of one-dimensionalised flow properties at 45 mm upstream of fuel in-
jection plane.

Kirchhartz Current Difference

pavg kPa 90.0 88.5 +1.6%
Tavg K 1159 1126 +2.8%
ρavg kg/m3 0.273 0.279 +2.4%
uavg m/s 2770 2576 +7.0%

Mavg - 4.17 3.98 +4.5%

5.1.2 Inlet & combustor pressure measurements

Figure 5.4 shows the experimental and numerical pressure measurements taken on the
bodyside of the REST inlet and combustor. Note that unlike Figure 5.1, the pressure
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coefficients for the REST inlet are now shown relative to the fuel injection plane rather
than to the leading edge of the inlet. The numerical results were from Eilmer3 CFD
simulations conducted using a test gas of air without fuel injection and a test gas of
nitrogen with fuel injection. For the fuel-off and fuel-into-N2 tests, the pressure coeffi-
cients in the combustor estimated by Eilmer3 are about 6% lower than those measured
experimentally, but they still match to within experimental uncertainties. Eilmer3 also
over-estimates the distance to the second shock impingement on the bodyside surface
by about 40 mm for both the fuel-off and fuel-into-N2 tests. The slight increase in pres-
sure levels for the fuel-into-N2 case from those for the fuel-off case is evident in both
the experimental and numerical results. This is attributed to the addition of mass from
the injection of hydrogen in the combustor.
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Figure 5.4: Pressure coefficients in the inlet and combustor for Hs = 4.8 MJ/kg condition.

For the fuel-on tests, the pressure rises steeply from the fuel-off and fuel-into-N2

levels at about 0.2 m downstream of the fuel injection plane. The rapid increase in
pressure is similar to that observed when the combustion is reaction-controlled. Stalker
et al. (2005) suggest that this occurs when the freestream temperatures are low and the
reaction lengths are large, which in turn allows for more mixing and creation of radicals
to occur before a delayed but rapid energy release. The rapid increase in pressure
coincides with a shock impingement location at about 0.2 m from the fuel injection
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plane. This suggests that the rapid release of energy from combustion may be triggered
by the increase in local temperatures from shock impingement. A similar observation
was also made by Kirchhartz et al. (2010) for the experiments with the semi-direct
connect inlets. In addition, the difference in pressures between combusting and non-
combusting tests at the first three pressure measurement locations suggests that a small
level of combustion could be occurring upstream of that location.

5.1.3 Combustor drag measurements

Figure 5.5 shows the experimental, numerical and theoretical values for the skin fric-
tion drag coefficient on the internal surface of the combustor. The experimental skin
friction drag coefficient was obtained as described in Section 3.4.2.

 0

 0.004

 0.008

 0.012

 0.016

 0.02

0.0 0.0 1.02 1.08 0.93 1.01

c D

Equivalence ratio φ

10
56

1

10
56

2

10
56

4 
N

2

10
56

7 
N

2

10
56

3

10
56

8

Experimental
Laminar

CFD
Spalding

van Driest II
Stalker FC

Stalker BLC

Figure 5.5: Combustor drag coefficients for Hs = 4.8 MJ/kg condition.

For the fuel-off tests (shots 10561 and 10562), the experimentally measured drag
coefficient is overpredicted by 15% by Spalding & Chi’s theory and by 39% by the van
Driest II theory. As discussed in Section 4.2.1, the method of Spalding & Chi performs
better than the method of van Driest II due to the low Tw/Taw value of 0.07 in the
combustor. Note how both theories overpredict the measured drag coefficients for
the fuel-off tests. In the current experiments, the boundary layer developing on the
internal curved surface of the combustor is expected to be less “relieved” than that
developing on a flat plate. This results in a thicker boundary layer in the combustor
than that on a flat plate, which causes the drag in the combustor to be lower than that



Tests at design point - 4.8 MJ/kg condition Section 5.1 91

on a flat plate. Since the methods of Spalding & Chi and van Driest II were developed
for predicting drag on flat plates, it is expected that the predicted drag coefficients
will tend to be higher than those measured experimentally in the combustor. The CFD
simulations, on the other hand, perform better than the analytical theories at estimating
the viscous drag levels. The numerical estimate of cD is about 10% higher than the
measured level, but still match to within experimental uncertainties.

Noting that the drag reduction benefits of the boundary layer combustion tech-
nique can only be realised in turbulent boundary layers, one question that is raised is
whether the boundary layers entering the combustor are turbulent or laminar. Based
on correlations for boundary layer transition developed for tests in the T4 shock tunnel
facility (He and Morgan, 1994; Mee, 2002a), the boundary layer is expected to transi-
tion at a Reynolds number of 1.4 × 106, which corresponds to a transition length of
0.226 m. Since the REST inlet is 0.44 m in length, this means that the boundary layer
should be turbulent at entry to the combustor. However, since the correlations have
been developed for flat plates and also since the boundary layers on the cowlside of
the inlet have a shorter distance to develop than those on the bodyside surface, it is
worth checking the levels of drag coefficient expected for laminar boundary layers.
Shown in Figure 5.5 for the fuel-off tests are estimated levels of drag coefficient if the
boundary layers are assumed to be fully laminar throughout the combustor. These
estimates are made based on the reference temperature method of Eckert (1955). The
drag coefficients measured from the experiments are more than 6 times higher than
those estimated for fully laminar boundary layers. This result supports the earlier sug-
gestion, made based on the transition correlations, that the boundary layers entering
the combustor are turbulent.

For the fuel-into-N2 tests (shots 10564 and 10567), the measured drag coefficients
are about 7% lower than those measured in the fuel-off tests. From the discussions
in Section 4.2.2, it was shown that a more appropriate comparison between the skin
frictional drag estimated from Stalker’s theory and that measured from the experi-
ments can be made by accounting for the increased drag brought about by increased
pressures when hydrogen is injected. To account for the pressure-induced drag incre-
ment, a comparison between the experimentally measured drag coefficient and that
predicted using the Spalding & Chi theory has to be made. The resulting level of drag
reduction of 25% to 29% is lower than the 44% predicted using Stalker’s film-cooling
theory. This poorer estimation of the drag reduction levels for the fuel-into-N2 tests
is also seen in the experiments of Kirchhartz (2010). In comparison with the theoreti-
cal predictions, the Eilmer3 CFD simulations offer a better estimate of drag coefficient,
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with the numerical estimate of drag coefficient matching that measured in the experi-
ments to within 6%.

For the fuel-on tests (shots 10563 and 10568), the measured drag coefficients are
28% lower than those measured in the fuel-off tests. In comparison with the drag
coefficients predicted using the Spalding & Chi theory, those measured experimentally
are about 61% lower. This agrees well with the 60% drag reduction predicted using
Stalker’s theory for boundary layer combustion. This excellent agreement is a good
indication that the drag reduction observed in these tests are brought about by the
combustion of hydrogen in the boundary layer.

Another question that then arises is whether the injected fuel is being burnt in the
boundary layer or in the mainstream. This is investigated here by examining CFD sim-
ulations of a circular constant-area duct with heat addition in the boundary layer, heat
addition everywhere in the duct and without heat addition, as shown in Figure 5.6. For
the first case, the heat addition is distributed over a thin volume inside the boundary
layer that spans the full length of the duct. For the second case, the heat addition is dis-
tributed everywhere for the full length of the duct. The heat addition zones are shown
as hatched areas in Figure 5.6. The amount of heat added for the first and second cases
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Figure 5.6: CFD simulations of a circular constant-area duct with heat addition at different
locations in the flowfield.

is assumed to be 720 kW. This amount corresponds to the maximum combustion heat
release possible for an equivalence ratio of 0.5 in the current experiments. The inflow
of air to the duct is at a static pressure of 88.5 kPa, velocity of 2576 m/s and tempera-
ture of 1126 K, and contains a 3.4 mm thick turbulent boundary layer. The profile for
the boundary layer was generated using the eddybl.exe boundary-layer code (Wilcox,
2006). These inflow conditions approximately correspond to those entering the com-
bustor in the current experiments.
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Figure 5.7a shows the pressure distribution along the surface of the duct for the
three cases. For both the heat-addition cases, the pressure levels rise above those for
the case without heat addition. Note that the shock impingements at x-locations of
0.1 m, 0.19 m and 0.27 m are stronger when heat is added to the boundary layer than
when heat is added everywhere in the duct. This is attributed to the difference in the
way heat addition contributes to the pressure rise in the duct. When heat is added ev-
erywhere, the pressure rises throughout the entire duct in an almost one-dimensional
way. However, when heat is added to the boundary layer, the pressure rises as a result
of the thickening of the boundary layer. Because the thickening of the boundary layer
acts like a constriction to the mainstream flow, this causes the stronger shocks that are
seen when heat is added in the boundary layer.
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Figure 5.7: Effects of heat addition at different locations in the flowfield.

Figure 5.7b shows the distribution of skin friction coefficient along the surface of
the duct for the three cases. When heat is added in the boundary layer, the skin friction
coefficient decreases by about 50% from that when heat is not added. This shows that
if fuel is burned in the boundary layer, then the reduction of skin frictional drag is
possible. However, this is different when heat is added everywhere in the duct. In
the first 0.1 m of the duct, the skin friction coefficient is about 1-2% lower than that
when heat is not added. It is postulated that, in the first 0.1 m of the duct, the drag
reduction from heat addition in the boundary layer is slightly higher than the increased
drag from the increased pressure gradient, hence causing a slightly lower skin friction
coefficient than that when heat is not added. Downstream of this, the contribution from
the drag increment brought about by increased pressure gradients starts to dominate
that from the drag reduction brought about by heat addition in the boundary layer.
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Despite this, the skin friction coefficient when heat is added everywhere does not differ
by more than 5% of that when no heat is added. This is also shown by Goyne et al.
(1999) and Tanno et al. (2001) in separate experiments that, to within the uncertainties
of the experiments, the skin friction drag in a constant-area combustor does not change
when hydrogen is injected into the mainstream and allowed to burn. This analysis
demonstrates that if fuel is burned anywhere else other than in the boundary layer,
the skin friction drag is likely to remain similar to that when no fuel is injected. This
clearly shows that the reductions in skin friction drag observed in the fuel-on tests in
Figure 5.5 are brought about by the combustion of hydrogen in the boundary layer and
not in the mainstream.

The significant role played by the Reynolds shear stress in the skin friction reduc-
tion phenomena in the boundary layer combustion technique can also be highlighted
in the results from these simulations. Figure 5.8 shows a comparison of the weighted
Reynolds shear stress profiles at several x-locations. For the results from a RANS simu-
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Figure 5.8: Comparison of the weighted Reynolds shear stress profiles at several x-locations.
The false zero offset between each set of weighted Reynolds shear stress profiles is equivalent
to 8500 kg/m.s2.

lation, the Reynolds shear stress can be computed by multiplying the density with the
turbulent viscosity and the wall normal velocity gradient (Wilcox, 2006). The value of
Reynolds shear stress is weighted by the distance from the wall, where the weighting
factor is equals to 2r2 at the walls and zero at the axis of the duct (Fukagata et al., 2002).
Recall from Section 2.1 that the skin friction coefficient in a turbulent boundary layer
is almost directly related to the Reynolds shear stress and that the contribution of the
Reynolds shear stress to the skin friction coefficient can be computed by integrating
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the weighted Reynolds shear stress profiles. Figure 5.8 shows that, when heat is added
in the boundary layer, the weighted Reynolds shear stress profiles are shallower than
when heat is not added. This then indicates that the resulting skin friction coefficient
for the case with heat addition in the boundary layer should be lower than that for the
case without heat addition. This is clearly seen in the c f distributions for both cases
in Figure 5.7b. For the case where heat is added everywhere in the duct, the weighted
Reynolds shear stress profile at x = 0.08 m is similar to that when heat is not added.
This explains the similar levels of c f seen at x = 0.08 m in Figure 5.7b. Downstream
of x = 0.08 m, the weighted Reynolds shear stress profile increases slightly relative to
that for the case without heat addition. The resulting effect of this can also be seen in
Figure 5.7b, where downstream of x = 0.12 m, the skin friction coefficient when heat is
added everywhere increases slightly relative to that when no heat is added. It is clear
from these results that the reduction of the Reynolds shear stress is the main driver for
the drag reduction phenomena observed in the boundary layer combustion technique.
It is also clear that for the drag reduction potential to be realised, heat addition from
the combustion of fuel must occur in the regions of the boundary layer where there are
large near-wall values of Reynolds shear stress.

5.1.4 Comparison with Kirchhartz’s direct-connect experiments

Although the results in Sections 5.1.2 and 5.1.3 indicate that drag reduction from bound-
ary layer combustion still occurs when a more realistic compression inlet is used, a
comparison of the measured skin friction drag with that of Kirchhartz’s experiments
is still needed to reveal if the flow non-uniformities from the inlet affect the drag re-
duction potential of boundary layer combustion, and if so, by how much. As the pres-
sure and drag levels for the current experiments are presented as coefficients based
on the exit conditions from the Mach 6 nozzle and the coefficients for Kirchhartz’s ex-
periments are based on the exit conditions from the Mach 4 nozzle, the same level of
absolute pressure will result in two different values of pressure coefficient for the two
experiments. To make the pressure and drag data from both experiments comparable,
the coefficients have to be based on the flow properties that are similar in both experi-
ments. This can be done by basing the coefficients for both data sets on their respective
mass-flux-weighted averaged values at 45 mm upstream of the fuel injection plane (as
shown in Table 5.1). The re-normalised results are shown in Figure 5.9.

Figure 5.9a shows that the re-normalised pressure coefficients for the fuel-off and
fuel-into-N2 tests for the current experiments are similar to those of Kirchhartz. When
fuel is injected and combustion occurs, the rise in pressure levels are also similar for
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Figure 5.9: Comparison of re-normalised pressure and drag coefficients for the current exper-
iments and Kirchhartz’s experiments. In both plots, the filled symbols and bars are for the
current experiments, while the unfilled symbols and bars for Kirchhartz’s experiments.

both the current experiments and those of Kirchhartz’s. This suggests that similar
amounts of heat are added from the combustion process. However, the ignition oc-
curs earlier in Kirchhartz’s experiments. Figure 5.9b shows that the measured drag
coefficients for fuel-off, fuel-into-N2 and fuel-on tests are about 10% higher than those
measured in Kirchhartz’s experiments. The relative levels of drag reduction brought
about by the film-cooling effect and boundary layer combustion effect are similar be-
tween the current experiments and those of Kirchhartz. This is an important result as
it clearly shows that the skin friction drag reduction brought about by boundary layer
combustion is not significantly affected by the flow disturbances generated from the
REST inlet.

The similar levels of viscous drag reduction observed in both the current experi-
ments and Kirchhartz’s experiments can be explained with the aid of information from
the CFD simulations of the fuel-into-N2 tests. The profiles of hydrogen mass frac-
tions taken at several x-locations on the symmetry plane in the combustor from the
simulations of Kirchhartz’s experiments are shown in Figure 5.10a and those from the
simulations of the current experiments are shown in Figure 5.10b. The shaded regions
in Figure 5.10 represent the location of the boundary layer. For the drag reduction po-
tential of boundary layer combustion to be realised, it is crucial that the fuel remains in
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Figure 5.10: Profiles of hydrogen mass fractions at several x-locations taken from the CFD
simulations of Kirchhartz’s experiments and of the current experiments. The shaded regions
represent the location of the boundary layer.

the boundary layer for combustion to occur. To determine if the hydrogen still remains
in the boundary layer, the edge of the boundary layer needs to be defined. Common
methods used to define the edge of the boundary layer include the use of 99% of the
freestream velocity, the displacement thickness or the momentum thickness (White,
2006). However, in terms of the study of drag reduction by boundary layer combus-
tion, the more appropriate method of defining the edge of the boundary layer is to use
the Reynolds shear stress profile. Recall from Chapter 2 that the near-wall Reynolds
stresses play an important role in the contribution to turbulent skin frictional drag.
Fukagata et al. (2002) and Gomez et al. (2009) show that Reynolds shear stress con-
tributes to at least 70% of the skin friction, and that 90% of this contribution comes
from the near-wall region (z+ ≈ 100). By identifying the region where the Reynolds
shear stress contributes to a significant proportion of skin friction, and then by examin-
ing the hydrogen mass fractions in that region, the potential of combustion in the part
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of the boundary layer that is significant for viscous drag reduction can be identified.
The shaded regions in Figure 5.10 are defined by the following steps.

1. Compute the Reynolds shear stress.

2. Weight the Reynolds shear stress by the distance from the wall, where the weight-
ing factor is equals to 2r2 at the walls and zero at the axis of the duct. r is the
radius of the combustor.

3. Cumulate the values of weighted Reynolds shear stress starting from the walls.

4. Locate the distance normal to the wall where the cumulative weighted Reynolds
shear stress contributes to 99% of the total value of the weighted Reynolds shear
stress. Define this distance as the edge of the boundary layer.

Figure 5.10 shows that throughout the entire length of the combustor for both the
current experiments and Kirchhartz’s experiments, large proportions of the injected
hydrogen remain in the regions of the boundary layer which have the potential of re-
ducing the Reynolds shear stress, and hence the skin frictional drag, when combustion
occurs. This explains why there is a negligible difference in the levels of viscous drag
reduction measured in the fuel-on tests for the current experiments and Kirchhartz’s
experiments.

5.2 Simulating the effects of inlet fuel injection

As mentioned in Section 3.1.3, vortex generators are used in the current study to inves-
tigate the effects of flow disturbances brought about by cross-stream fuel injection on
the drag reduction potential of the boundary layer combustion technique. This section
presents the results for the experiments in which three vortex generators were attached
at 0.157 m downstream of the leading edge of the REST inlet. The experiments were
conducted at the same test conditions as those in Section 5.1.

5.2.1 Inlet & combustor pressure measurements

Figure 5.11 shows the experimental pressure measurements taken on the bodyside of
the REST inlet and combustor. Also shown are the pressure measurements for the tests
conducted at the same test conditions without vortex generators. When compared
with the tests without vortex generators, the pressure distribution in the inlet for the
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Figure 5.11: Pressure coefficients in the inlet and combustor for tests with vortex generators in
the inlet (with v.g.) and without vortex generators (without v.g.) at the Hs = 4.8 MJ/kg Mach 6.2
test condition.

tests with vortex generators clearly show that the flow disturbances from the vortex
generators are present in the REST inlet.

In the combustor, for the fuel-off tests, the pressure coefficients are about 12%
higher for the tests with vortex generators than they are for the tests without vortex
generators. The three shocks which are evident for tests without vortex generators
(at about 0.23 m, 0.32 m and 0.45 m from the fuel injection plane) also appear for the
tests with vortex generators. These shocks appear to be impinging earlier for the tests
with vortex generators than for those without vortex generators. This, together with
the slightly higher pressure levels in the combustor, indicates that the boundary layers
entering the combustor are thicker for the tests with vortex generators than for those
without vortex generators. It is postulated that the swirling motion of the flow brought
about by the vortex generators causes more mixing between the boundary layer and
the mainstream flow, which then causes the boundary layers to become thicker. For
fuel-into-N2 tests, the slight rise in pressure from fuel mass addition is evident.

When fuel is injected and allowed to burn, the pressure rises to levels similar to
those in the tests without vortex generators. The ignition of the fuel, however, occurs
further upstream than in the tests without vortex generators. The earlier ignition of
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the hydrogen is attributed to the regions of higher pressures and temperatures and the
increased mixing of the fuel and air brought about by the vortex generators.

5.2.2 Combustor drag measurements

Figure 5.12a shows a comparison of the experimental and theoretical drag coefficients
for the tests with vortex generators in the inlet. The experimental results are also com-
pared with those for the tests conducted at the same conditions but without the vortex
generators in Figure 5.12b.
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Figure 5.12: Comparison of experimentally measured combustor drag coefficients for tests with
vortex generators in the inlet (with v.g.) (a) with those predicted using skin friction theories and
(b) with those for tests without vortex generators (without v.g.).

For the fuel-off test, both the Spalding & Chi and van Driest II theories overpredict
the measured drag coefficient. It is postulated that this is caused by the inability of
both theories to predict the highly three-dimensional flowfield brought about by the
vortex generators. Figure 5.12b shows that, for the fuel-off test, the drag coefficient is
lower than that for the test without vortex generators. This supports the suggestion
in Section 5.2.1 that the boundary layers entering the combustor are thicker for tests
with vortex generators, since thicker turbulent boundary layers result in lower drag
coefficients than thinner ones.

For the fuel-into-N2 test, the measured drag coefficient decreases from that in the
fuel-off test by 12%. A plausible explanation for this is that the thicker boundary layers
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entering the combustor for tests with vortex generators offer more protection for the
hydrogen layer near the walls, thus allowing the film-cooling effect to persist over
a larger downstream distance from the injection plane. To allow for a comparison
with Stalker’s film-cooling theory, the measured drag coefficient is compared with that
predicted using the Spalding & Chi theory. The resulting drag reduction level of 32%
agrees well with the 35% drag reduction that is predicted using Stalker’s film-cooling
theory.

For the fuel-on test, the measured drag coefficient decreases from that in the fuel-
off test by 28%. This level of decrement in the drag coefficient is similar to that mea-
sured in the test without vortex generators. To allow for a comparison with Stalker’s
boundary layer combustion theory, the measured drag coefficient is compared with
that predicted using the Spalding & Chi theory. The resulting drag reduction level of
67% is higher than the 54% drag reduction that is predicted using Stalker’s boundary
layer combustion theory. Kirchhartz (2010) suggests that this is brought about by a
small proportion of hydrogen burning outside the boundary layer. Kirchhartz (2010)
postulates that this reduces the momentum in the mainstream, which in turn further
reduces the momentum transfer to the combustor walls. However, results from the
simulations of heat addition in a 0.3 m duct (as shown in Section 5.1.3) suggest other-
wise - when heat is added in both the mainstream and in the boundary layer, the skin
friction changes by less than 5% of that when heat is not added. It is suggested that
CFD simulations, which include the modelling of combustion, be conducted to further
verify the drag measurements. Nonetheless, a substantial level of reduction in viscous
drag still occurs when the injected hydrogen burns.

These results clearly show that the flow disturbances generated from the three vor-
tex generators on the inlet do not have a significant effect on the drag reduction po-
tential of the boundary layer combustion technique. These results also show that these
disturbances can promote an earlier ignition of fuel in the combustor, which is desir-
able for scramjet operation as it allows for combustors to be shorter in length. This,
in turn, reduces the area for skin friction to act on. An important implication of these
results is that cross-stream fuel injection in the inlet can be used in conjunction with
tangential fuel injection at the start of the combustor. Using this combined fuel injec-
tion scheme in a scramjet engine provides the potential to obtain not only the benefits
of thrust addition and viscous drag reduction from boundary layer combustion, but
also those of thrust addition from mainstream combustion.
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5.3 Simulating the effects of throat fuel injection

This section presents the results for the experiments in which five vortex generators
were attached in the throat region of the REST inlet at 49.5 mm upstream of the hy-
drogen injection plane. Because of the presence of more vortex generators and of the
closer proximity of the vortex generators to the combustor, the levels of flow distur-
bances entering the combustor for these experiments are expected to be higher than
those for the experiments shown in Section 5.2.

5.3.1 Inlet & combustor pressure measurements

Figure 5.13 shows the experimental and numerical pressure measurements taken on
the bodyside of the REST inlet and combustor for tests with five vortex generators lo-
cated at the throat. Also shown are the pressure measurements for the tests conducted
at the same test conditions without vortex generators. The pressures in the inlet are ex-
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Figure 5.13: Pressure coefficients in the inlet and combustor for tests with vortex generators
in the throat (with v.g.) and without vortex generators (without v.g.) at the Hs = 4.8 MJ/kg
Mach 6.2 test condition.

actly the same as in the tests without vortex generators, since the vortex generators are
located downstream of all pressure transducers in the inlet. This indicates that down-
stream effects from the boundary layer interacting with either the vortex generators or
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the resulting shock waves from the vortex generators are not travelling upstream into
the inlet. With the flow passing through the vortex generators, the static pressure in
the combustor is expected to rise higher than in the tests without vortex generators.
This can be seen in the pressure distributions in the combustor for both combusting
and non-combusting cases, where the pressure coefficients in the combustor rises by
approximately 60% in the presence of the vortex generators. In comparison with tests
without vortex generators, the flowfield in the combustor appears more disturbed in
the tests with vortex generators. Due to the addition of extra mass from fuel injec-
tion, the pressure coefficients measured in the combustor for the fuel-into-N2 test are
slightly higher than those of the fuel-off test.

When fuel is injected and allowed to burn, the pressure coefficients in the com-
bustor rise by about 0.6 from those for the fuel-off test. This is similar to the absolute
rise in the pressure coefficient when combustion occurs in the tests without vortex
generators. In relative amounts, the combustion-induced rise in pressure coefficient is
210% for tests with vortex generators and 290% for tests without vortex generators. By
performing a simple Rayleigh analysis, it can be shown that the heat release from com-
bustion for the test with vortex generators is less than that for the test without vortex
generators. This is to be expected since the heat release from combustion is limited by
the higher combustor temperatures in the tests with vortex generators. The higher tem-
peratures and pressures, and the lower flow velocities contribute to the earlier ignition
of hydrogen observed in the tests with vortex generators.

5.3.2 Combustor drag measurements

Figure 5.14a shows a comparison of the experimental and theoretical drag coefficients
for the tests with vortex generators in the throat. The experimental results are also
compared with those for the tests conducted at the same conditions but without the
vortex generators in Figure 5.14b.

For the fuel-off test, the van Driest II theory overpredicts the drag coefficient. In
contrast, the Spalding & Chi theory predicts the experimentally measured drag coef-
ficient to within 3%. This is unexpected, since the Spalding & Chi theory performs
much poorer for experiments with lower levels of flow disturbances (see Figure 5.12a)
than for the current experiments. In addition, Figure 5.14b shows that the measured
drag coefficient for the fuel-off test is similar to that for fuel-off tests without vortex
generators.
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Figure 5.14: Comparison of experimentally measured combustor drag coefficients for tests with
vortex generators in the throat (with v.g.) (a) with those predicted using skin friction theories
and (b) with those for tests without vortex generators (without v.g.).

For the fuel-into-N2 test, the measured drag coefficient decreases from that for the
fuel-off test by only 0.7%. This is much lower than the 7% decrement in the drag
coefficient measured in the experiments without the vortex generators and the 12%
decrement in the drag coefficient for the experiments with three vortex generators in
the inlet. The level of drag reduction inferred from a comparison of the measured
drag coefficient with that predicted by the Spalding & Chi theory is 6%. This is much
lower than the 30% drag reduction predicted using Stalker’s film-cooling theory. Both
comparisons strongly suggest that the drag reduction from the film-cooling effect is
affected by the flow disturbances from the vortex generators.

For the fuel-on test, the measured drag coefficient decreases from that in the fuel-
off test by 30%. This level of decrement in the drag coefficient is similar to the 28%
decrement measured in the experiments without vortex generators and the experi-
ments with vortex generators in the inlet. To allow for a comparison with Stalker’s
boundary layer combustion theory, the measured drag coefficient is compared with
that predicted using the Spalding & Chi theory. The resulting drag reduction level of
67% is higher than the 50% drag reduction that is predicted using Stalker’s theory for
boundary layer combustion. This underprediction of the drag reduction levels is also
observed in the experiments in Section 5.2.
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These experiments demonstrate that even in the presence of stronger flow distur-
bances from the five vortex generators, the drag coefficient decreases significantly
when hydrogen is injected and allowed to burn. These experiments also show that
although locating the vortex generators in close proximity to the tangential fuel injec-
tion plane does not affect the drag reduction potential of boundary layer combustion,
it does remove almost all possible drag reductions that comes from film-cooling effects.

5.4 Tests at off-design conditions

It is common for hypersonic vehicles to be designed to operate over a range of condi-
tions. Operating at off-design conditions can bring about different flow disturbances,
and it is of interest to see whether these disturbances affect the drag reduction potential
of boundary layer combustion. The results from experiments conducted at off-design
test conditions are reported in detail in Appendix J. In particular, Appendix J.1 presents
results from experiments conducted at a lower stagnation enthalpy of 3.7 MJ/kg, Ap-
pendix J.2 of experiments conducted at a higher stagnation enthalpy of 8 MJ/kg and
Appendix J.3 of experiments conducted at a higher freestream Mach number of 7.4.

Figure 5.15a shows the experimentally measured drag coefficients for tests that
were conducted at different stagnation enthalpies. The results show that other than
for tests conducted at a stagnation enthalpy of 3.7 MJ/kg, the drag coefficient decreases
when fuel is injected into a test gas of nitrogen. More importantly, the results show that
when fuel is injected and allowed to burn, the drag coefficients for the fuel-on tests are
28% - 30% lower than those for the fuel-off tests. This demonstrates that the levels
of drag reduction brought about by boundary layer combustion are not affected by
the flow disturbances generated when the experimental model is tested at stagnation
enthalpies ranging from 3.7 MJ/kg to 8 MJ/kg.

For the experiments conducted at a higher freestream Mach number of 7.4, the ex-
perimentally measured drag coefficients are shown in Figure 5.15b. Also shown are
the drag coefficients for tests conducted at on-design test conditions (at the same stag-
nation enthalpy but lower Mach number of 6.2). For the fuel-off test, the drag coeffi-
cient measured for the Mach 7.4 test is higher than that for the Mach 6.2 test. The flow
through the inlet and combustor for the Mach 7.4 test develops differently in com-
parison with that for the Mach 6.2 test, which in turn causes a difference in the flow
properties in the combustor. It is postulated that the difference in the flow properties
causes the difference in the drag coefficients observed in the Mach 7.4 and Mach 6.2
tests. When fuel is injected into a nitrogen test gas at an equivalence ratio of 2, the drag
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Figure 5.15: Experimentally measured combustor drag coefficients for tests (a) at different stag-
nation enthalpies and (b) at different Mach numbers.

coefficient decreases by about 23% from that for the fuel-off test. When fuel is injected
at an equivalence ratio of 2 and allowed to burn, the drag coefficient decreases by about
38% from that for the fuel-off test. For the test at a lower equivalence ratio of 1, the mea-
sured level of drag reduction is lower but still significant. These results, together with
those for the tests at different stagnation enthalpies demonstrate that even when the
experimental model is tested at off-design conditions, viscous drag reduction is still
possible when boundary layer combustion occurs for the range of conditions tested.

5.5 Summary

These experiments demonstrate that, for the conditions tested, the drag reduction po-
tential of the boundary layer combustion technique is not affected by the flow distur-
bances generated from the REST inlet and the vortex generators. On the other hand,
the levels of drag reduction brought about by film-cooling effects are shown to be more
sensitive to the presence of flow disturbances, with the drag reduction levels almost
fully diminishing in the presence of vortex generators in the throat region of the inlet
and from testing at the condition with a stagnation enthalpy of 3.7 MJ/kg.

Although the results from these experiments demonstrate that the reduction of vis-
cous drag is still possible, it is also important to characterise the levels of flow distur-
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bances that may be required to sweep the fuel layer out from the boundary layer, and
that may hence reduce the drag reduction potential of boundary layer combustion.
This study is presented in Chapter 6.
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Chapter 6

Characterisation of the Effects of Flow
Disturbances

To assess the levels of flow disturbances that may be required to sweep the fuel layer
out from the boundary layer, and that may hence reduce the drag reduction potential
of boundary layer combustion, a series of CFD simulations was conducted. The focus
of these simulations was to provide insights into how different inflow disturbances can
perturb the injected film of hydrogen. Combustion phenomena are not considered in
these simulations.

The idea behind these simulations was to provide information that could be ap-
plicable to a range of combustor geometries. Therefore a section of a combustor with
symmetry boundary conditions on the sides was chosen (see Figure 6.1). In order to
be able to relate the results to the current experiments, the height of the duct in these
simulations was chosen to match that of the radius of the combustor in the present
experiments, and the width of the duct chosen to be approximately 1/10 of the cir-
cumference of the combustor. In addition, the length of the duct was chosen to be 1/5
of the length of the combustor in the present experiments.

Nitrogen, modelled as an ideal gas with a freestream static pressure of 88.5 kPa,
static temperature of 1126 K and velocity of 2576 m/s, was used as the inflow to the
duct. The inflow boundary layer has a thickness of 3.4 mm and a turbulent profile
generated using the eddybl.exe boundary-layer code (Wilcox, 2006). Hydrogen is in-
jected behind the backward-facing step at the conditions listed in Table 3.3. The inflow
conditions for the nitrogen and hydrogen correspond approximately to those enter-
ing the combustor in the experiments shown in Section 5.1. The freestream turbulence
intensity for the hydrogen jet was assumed to be 0.01 and the freestream turbulent-
to-laminar viscosity ratio to be 1. The isolator and combustor walls were modelled as
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Figure 6.1: Schematic of computational domain. Dimensions are shown in mm. The vortex
generator is not modelled for the undisturbed test case.

non-slip walls at a constant temperature of 298 K, while the top and side walls were
modelled as slip walls. As per the simulations in Sections 4.1.6 and 4.1.8, a modified
version of Fick’s diffusion model (Bird et al., 2007) was used to account for turbulent
diffusion.

The test cases that were examined include the following.

Undisturbed case - This case uses the nominal inflow and hydrogen injection con-
ditions. Because the vortex generator is not modelled in this simulation, the hydrogen
jet experiences minimal upstream flow disturbances. The results from this simulation
is hence used as a baseline for comparison with the other test cases that have stronger
upstream flow disturbances.

Vortex generator case - The nitrogen inflow and hydrogen injection conditions are
the same as in the undisturbed case. In this test case, the vortex generator that is
described in Section 3.1.3 is modelled. Because the vortex generator is symmetrical,
only half of it is modelled. In addition, the tip of the vortex generator is modelled to
be at 49.5 mm upstream of the hydrogen injection location. Since the distance from the
symmetry plane of the vortex generator to the outer edge of the duct in the simulations
is similar to that of 1/10 of the circumference of the combustor in the experiments, this
simulation is a good geometrical approximation of the experiments with the five vortex
generators located in the throat of the REST inlet (see Section 5.3). The non-uniformity
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of the inflow into the combustor can be seen in Figure 6.2a, where the y-z velocity
vectors are mapped onto the contours of streamwise vorticity at x =−0.001 m. Note
that the range for streamwise vorticity contours in Figure 6.2a have been adjusted to
allow for a clearer presentation of the non-uniformity of the flowfield. The location
and value of the maximum streamwise vorticity are also indicated in Figure 6.2a. It
can be noted that the maximum level of streamwise vorticity for this case (Ωx,max ≈
350,000 1/s) is of the same order of magnitude as those observed by other researchers,
for example, Ωx,max ranges from 140,000 1/s to 200,000 1/s in the simulations of twin
jet injectors by Koike et al. (2006), Ωx,max is about 180,000 1/s in the simulations of
aeroramp injectors by Maddalena et al. (2006), and Ωx,max is about 100,000 1/s in the
simulations of 90◦ cross-stream injection by Viti et al. (2009).

Increased vorticity case - This case is used to explore how increasing the stream-
wise vorticity affects the injected hydrogen film. To increase the streamwise vorticity,
the same simulation for the vortex generator case is restarted at 47.3 mm downstream
of the tip of the vortex generator, with the inflow y and z-velocities increased by a fac-
tor of 1.5. The factor of 1.5 was picked because initial simulations with a factor of 2
generated disturbances so strong that the flow into the duct choked.

Thin inflow boundary layer case - This case is similar to that of the vortex generator
case, except that the thickness of the inflow turbulent boundary layer is 0.5 mm instead
of 3.4 mm. In comparison with a thicker boundary layer, a thinner boundary layer is
expected to generate higher levels of flow disturbances because a larger frontal area of
the 5 mm high vortex generator is exposed to higher velocity flows. The differences
in the flow disturbances between the case with an inflow boundary layer thickness of
0.5 mm and that with a boundary layer thickness of 3.4 mm can clearly be seen in the
comparison of the streamwise vorticity contours at 0.001 m upstream of the hydrogen
injection plane, as shown in Figure 6.2. The comparison shows that a thinner boundary
layer flowing past the vortex generator brings about a near-wall vortex at the entrance
of the combustor that has a larger length scale and larger streamwise vorticity than
that for a thicker inflow boundary layer.

Hydrogen injection at matched pressures case - For the first four test cases, the
hydrogen is injected at an over-expanded condition. Because of this, the hydrogen jet
gets pushed towards the wall by the mainstream flow which comes over the backward-
facing step. There is a possibility that the vortices produced by the vortex generator
may not be able to reach the hydrogen film that has been pushed down towards the
combustor wall. It is interesting to further investigate if the hydrogen can get pulled
out of the boundary layer when the vortices are in a sufficiently close proximity to
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the hydrogen jet. To do this, the hydrogen injection conditions are adjusted using
isentropic relations to a state where the static pressure of the hydrogen jet matches
that of the mainstream flow. This means that the injected hydrogen jet does not get
compressed towards the wall or expanded out into the mainstream. This then places
the hydrogen jet closer to the vortices that have been produced by the vortex generator.
For this test case, the nitrogen inflow conditions are similar to those used for the thin
inflow boundary layer case. These inflow conditions are chosen because they generate
the largest levels of flow disturbances at the entrance to the combustor.
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Figure 6.2: Differences in the streamwise vorticity at x =−0.001 m between the cases with dif-
ferent inflow boundary layer thicknesses. These cross-sections are with the observer looking
upstream at the oncoming flow. The symmetry plane of the vortex generator is on the left of
the cross-section.

In the results from the simulations of these test cases, the feature of the most rele-
vance to the present study is that of where the injected hydrogen is located in the com-
bustor. For the drag reduction potential of boundary layer combustion to be realised,
it is crucial that the fuel remains in the boundary layer for combustion to occur. To de-
termine if the hydrogen still remains in the boundary layer, the edge of the boundary
layer needs to be defined. As per the method presented in Section 5.1.4, the edge of
the boundary layer is defined as the distance normal to the duct wall where the cu-
mulative weighted Reynolds shear stress contributes to 99% of the total value of the
weighted Reynolds shear stress. By examining the levels of hydrogen mass fractions in
the region bounded by the duct walls and the edge of the boundary layer, the potential
of combustion to occur in the part of the boundary layer that is significant for viscous
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drag reduction can then be estimated.

The results and findings from the simulations of the five test cases are presented in
the following sections.

6.1 Undisturbed case

Streamwise slices at 12 locations in the duct (Figure 6.3) for the test case with no flow
disturbances are shown in Figure 6.4. The contours are coloured by hydrogen mass
fractions. Regions with a hydrogen mass fraction of 1 are in red and regions with
a hydrogen mass fraction of 0 are in blue. Isolines for hydrogen mass fractions at
intervals of 0.05 are also shown. In addition, the edge of the boundary layer, which is
defined by the weighted Reynolds shear stress contribution, is indicated by the thick
white line for each plot in Figure 6.4.

Figure 6.3: Streamwise slices.

At x = 0 m, the edge of the boundary layer, which is defined using the weighted
Reynolds shear stress contribution, is located about 3.4 mm above the isolator wall
(z = 0.0022 m). This value for boundary layer thickness is less than 1% different from
that defined by the wall normal distance where the velocity is 99% of the freestream
velocity. This is a good indication that the use of the weighted Reynolds shear stress
contribution to define the edge of the boundary layer is appropriate. Downstream
of x = 0 m, the over-expanded jet gets recompressed by the mainstream flow which
comes over the backward-facing step. This pushes the hydrogen film towards the duct
wall, as shown at x = 0.005 m. From x = 0.005 m, the hydrogen film then mixes with
the nitrogen in the boundary layer and diffuses slowly towards the mainstream. The
mixing process is controlled by both molecular and turbulent diffusion. These results
show that, by the end of the duct, the 0.05 hydrogen mass fraction line stays well within
the boundary layer, thus indicating that most of the injected hydrogen remains in the
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Figure 6.4: Undisturbed case, whereαH2 is the hydrogen mass fraction.
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region of the flowfield that will induce a reduction in skin frictional drag when the
hydrogen burns.

6.2 Vortex generator case

Streamwise slices at several locations in the duct for the test case with the vortex gen-
erator are shown in Figure 6.5. The coloured contours and isolines of hydrogen mass
fraction, the line indicating the edge of the boundary layer, and the in-plane velocity
vectors (vectors of the y and z-velocities) are also shown in Figure 6.5.

At x = 0 m, the boundary layer covers a larger area than that in the undisturbed
case. In the region bounded by the boundary layer edge and the isolator wall, the
velocity vectors show that there is a downward (negative z-direction) and outward
(positive y-direction) motion of the fluid. From x = 0 m to 0.01 m, this motion nudges
the hydrogen film away from the symmetry plane at y = 0 m. At x = 0.02 m, the out-
ward motion changes direction and starts pushing the hydrogen film back towards
the symmetry plane. As a result of this, the hydrogen near the symmetry plane gets
pushed upwards in the positive z-direction. The inward and upward pushing motion
persists downstream to about x = 0.08 m, causing the hydrogen plume to slightly lift
off the wall and shift towards the symmetry plane. Downstream of x = 0.08 m, the up-
ward and inward growth of the hydrogen plume stops. It can be noted that for the
current case, the mixing between the hydrogen and nitrogen is primarily controlled
by the large-scale swirling motions of the vortices. This is greatly different from the
undisturbed case, where the mixing process is dominated by smaller-scale molecular
and turbulent diffusion processes.

The experimental drag measurements in Section 5.3.2 show that the drag reduc-
tion from film-cooling effects is affected by the presence of flow disturbances from
vortex generators. The CFD results for this test case support this finding. Figure 6.6
shows the contours of the hydrogen mass fractions near the combustor wall (z = 0 m)
for the undisturbed case and vortex generator case. In the absence of flow distur-
bances from the vortex generator, the hydrogen diffuses slowly away from the wall.
However, when flow disturbances from the vortex generator are present, the hydro-
gen is lifted away from the wall within 0.03 m from the injection plane. This leaves
a larger wall surface area that is covered with low levels of hydrogen in comparison
with that of the undisturbed case. As noted in Section 2.2, the removal of hydrogen
from the surface reduces the drag reduction that can be obtained from the film-cooling
effect. These results support the findings of the current experiments in Section 5.3.2
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Figure 6.5: Vortex generator case, whereαH2 is the hydrogen mass fraction.
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and of Rowan’s experiments (2003), that the level of drag reduction achievable from
film-cooling diminishes in the presence of flow disturbances from vortex generators
which are located close to the hydrogen injection plane.

The results show that by the end of the duct, the 0.05 hydrogen mass fraction line
stays well within the boundary layer. This finding is similar to that observed in the
undisturbed case, suggesting that the resulting levels of drag reduction should be sim-
ilar to those for the undisturbed case when all of the injected hydrogen burns com-
pletely. However, the results also show that most of the injected hydrogen gets swept
towards the symmetry plane by the flow disturbances generated from the vortex gen-
erator, leaving behind regions in the boundary layer with lesser amounts of hydrogen
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Figure 6.6: Contours of hydrogen mass fractions near the combustor wall.

available for combustion. This then suggests that the levels of drag reduction from
boundary layer combustion for tests with vortex generators may be lesser than those
for tests without vortex generators. However, the experiments in Chapter 5 indicate
otherwise - that the levels of drag reduction brought about by boundary layer com-
bustion for the tests with vortex generators are similar to those for the tests without
vortex generators to within experimental uncertainty. It is possible that because com-
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bustion is not considered in the CFD simulations, the results do not reveal a full picture
of the processes involved in the drag reduction phenomena when hydrogen burns in
the boundary layer. Therefore, without the modelling of the combustion processes in
the simulations, it is not possible to deduce a definite conclusion for the difference
observed between the simulations and the experiments.

6.3 Increased vorticity case

Figure 6.7 shows streamwise slices at several locations in the duct for the test case with
increased inflow streamwise vorticity. The overall behaviour of the hydrogen jet is
similar to that of the hydrogen jet in the vortex generator case. The major difference is
that for the case with increased streamwise vorticity, the hydrogen plume is swept to-
wards the symmetry plane at a faster rate (compare y-location of the hydrogen plume
in Figure 6.5d with that in Figure 6.4d), and swept up higher in the z-direction (com-
pare z-location of the hydrogen plume in Figure 6.5i with that in Figure 6.4i). These
results show that when the inflow streamwise vorticity is increased, the 0.05 hydrogen
mass fraction line shifts closer to the edge of the boundary layer. Despite this, the in-
creased levels of flow disturbances in this test case are still not strong enough to sweep
the hydrogen out of the boundary layer.

6.4 Thin inflow boundary layer case

Figure 6.8 shows streamwise slices at several locations in the duct for the test case
with an inflow boundary layer thickness of 0.5 mm. It can be clearly seen in these
plots that the flow disturbances in this test case affect the hydrogen film in a different
way from that in the test case with a thicker inflow boundary layer. The hydrogen
film gets nudged slightly away from the symmetry plane from x = 0 m to 0.01 m. At
x = 0.02 m, the nitrogen gets inducted under the hydrogen film. This then pushes the
hydrogen film back towards the symmetry plane. By examining the velocity vectors
in Figure 6.8e, the two vortices that predominantly shape the hydrogen plume can
be seen. The first vortex, centred at about y = 0.0011 m and z = 0.0011 m, rotates in a
clockwise direction and is responsible for lifting the primary hydrogen plume in the
z-direction. The second vortex, centred at about y = 0.0047 m and z = 0.002 m, rotates in
a counter-clockwise direction and is responsible for sweeping the secondary hydrogen
plume away from the symmetry plane.

These results show that, unlike the first three cases, the 0.05 hydrogen mass fraction
line constantly breaches the edge of the boundary layer. This indicates that in the
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Figure 6.7: Increased vorticity case, whereαH2 is the hydrogen mass fraction.
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Figure 6.8: Thin inflow boundary layer case, whereαH2 is the hydrogen mass fraction.
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presence of a stronger and larger length-scale vortex, some hydrogen can be swept
outside the boundary layer. Nonetheless, most of the injected hydrogen still remains
in the region of the flowfield that will induce a reduction in skin frictional drag when
the hydrogen burns.

6.5 Hydrogen injection at matched pressures case

The results from the first four test cases show that it is extremely difficult to sweep the
hydrogen jet out of the boundary layer. In the first four test cases, because the over-
expanded hydrogen jet gets pushed towards the walls, it is possible that the vortices
produced by the vortex generator may have a limited reach into the hydrogen film.
To investigate if hydrogen can get swept out of the boundary layer when the vortices
are closer to the hydrogen film, the hydrogen injection conditions were adjusted in the
present test case to keep the hydrogen jet closer to the vortices produced by the vortex
generator.

Figure 6.9 shows streamwise slices at several locations in the duct for the present
test case. Being in closer proximity to the hydrogen film in the current case, the vor-
tex, which is centred at y = 0.0039 m and z = 0.0041 m, now has a stronger effect on the
hydrogen film than in the previous test cases. This can be observed in the different
way that the hydrogen film develops in the current test case in comparison with that
in the thin inflow boundary layer case. The injected hydrogen develops from a film in
Figure 6.9a into a primary plume and secondary plume in Figure 6.9f. These plumes,
which are more pronounced that those in the thin inflow boundary layer case, almost
split into two separate plumes by the end of the duct. Downstream of x = 0.06 m, the
flow non-uniformity begins to sweep some of the hydrogen out of the boundary layer.
By the end of the duct, some portion of the 0.25 hydrogen mass fraction line sits out-
side the edge of the boundary layer. In comparison with the thin inflow boundary
layer case, more hydrogen is displaced outside the boundary layer. This indicates that
by shifting the vortex closer to the hydrogen jet, larger amounts of hydrogen can get
swept out of the boundary layer. However, as in the case with the thin inflow bound-
ary layer, the amount of hydrogen displaced outside the boundary layer represents
only a small proportion of the total amount of hydrogen injected.

6.6 Summary

A series of CFD simulations have been conducted to further assess the levels of flow
disturbances that may be required to sweep the fuel layer out from the boundary layer
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Figure 6.9: Hydrogen injection at matched pressures case, where αH2 is the hydrogen mass
fraction.
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and that may therefore impede the drag reduction potential of boundary layer combus-
tion. The results from the two cases in Sections 6.4 and 6.5 show that small amounts
of the injected hydrogen can get displaced out of the boundary layer when a strong
vortex with a large length-scale is sufficiently close to the hydrogen film. However, the
amount of hydrogen displaced represents only a small proportion of the total amount
of hydrogen injected. More importantly, the results demonstrate that it is generally
very difficult to sweep large amounts of the injected hydrogen out of the region of the
flowfield that will induce a reduction in skin frictional drag when the hydrogen burns.
This supports the findings of the experiments in Chapter 5 that the drag reduction po-
tential of the boundary layer combustion technique is not significantly affected by the
presence of flow disturbances that are typical of those found in scramjet engines.
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Chapter 7

Conclusions and Future Work

7.1 Conclusions

The aim of this thesis is to investigate if and how flow non-uniformities entering a
scramjet combustor can affect the potential for boundary layer combustion to reduce
skin friction. To achieve this aim, the project is approached experimentally and numer-
ically.

Experiments were conducted on a circular constant-area combustor that was at-
tached downstream of a REST inlet and an injector designed to deliver hydrogen into
the boundary layer. Using a stress wave force balance, the integrated skin friction drag
on the internal surface of the combustor was measured for three scenarios - one, where
fuel is not injected, two, where fuel is injected but combustion is suppressed, and three,
where fuel is injected and allowed to burn. The REST inlet was used to produce flow
disturbances that are typical of those to be expected in operational scramjet inlets. In
addition, the experimental model was also tested with vortex generators attached in
the inlet. These vortex generators were used to induce flow disturbances similar to
those brought about by conventional cross-stream fuel injection techniques. To sup-
port the analysis of the experiments, non-reacting RANS CFD simulations of the inter-
nal flowfield in the experimental model were conducted. Additional simulations were
also conducted to characterise the levels of flow disturbances that may be required to
sweep the fuel layer out from the boundary layer. These simulations were conducted
using an in-house CFD code called Eilmer3. To allow for the simulation of the types
of flows relevant to this study, the latest version of Wilcox’s k-ω turbulence model had
to be implemented in Eilmer3 and validated for two-dimensional, axisymmetrical and
three-dimensional transient compressible flow typical of those experienced in scramjet
flowfields.
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The conclusions that can be drawn from this study are summarised below.

Wilcox’s 2006 k-ω turbulence model can be used effectively for the simulation of
scramjet flowfields. The newly implemented Wilcox’s k-ω turbulence model was vali-
dated using six test cases that have flowfields representative of those to be expected in
the experiments in this project. The test cases included a 2D flat plate, an axisymmetric
cylinder, a backward-facing step, the mixing of a pair of coaxial jets, the interaction be-
tween a shock wave and turbulent boundary layer, and a film-cooling experiment. The
generally good agreement between the numerical and experimental results obtained
for all test cases demonstrates the suitability of Eilmer3 and the newly implemented
k-ω turbulence model for scramjet flowfield simulations.

Flow disturbances from operating the REST inlet at on- and off-design condi-
tions do not significantly affect the drag reduction potential of boundary layer com-
bustion. When the experimental model was tested at on-design conditions, the exper-
imentally measured drag coefficient for the fuel-on test was 28% lower than that for
the fuel-off test. This level of skin friction reduction is similar to that measured in the
experiments of Kirchhartz (2010) in which the only difference between both experi-
ments is that the current experiments included a more realistic scramjet inlet upstream
of the combustor. This therefore demonstrates that the drag reduction brought about
by boundary layer combustion is not significantly affected by the flow disturbances
generated from the REST inlet. Additional tests conducted at off-design conditions
further demonstrate that the levels of drag reduction brought about by boundary layer
combustion are not very sensitive to changes in the inflow conditions.

Flow disturbances similar to those from cross-stream fuel injection in the inlet
do not significantly affect the drag reduction potential of boundary layer combus-
tion. For the experiments with vortex generators attached at 0.157 m from the leading
edge of the inlet and the experiments with vortex generators at 0.0495 m upstream
of the tangential fuel injection plane, the measured levels of skin friction reduction
due to boundary layer combustion are similar to those measured in the experiments
without vortex generators. This demonstrates that flow disturbances similar to those
from cross-stream fuel injection in the inlet do not affect the drag reduction potential
of boundary layer combustion. An implication of these results is that cross-stream
fuel injection in the inlet can be used in conjunction with tangential fuel injection at
the start of the combustor. Using this combined fuel injection scheme in a scramjet
engine provides the potential to obtain not only the benefits of thrust addition and vis-
cous drag reduction from boundary layer combustion, but also those of thrust addition
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from mainstream combustion.

In comparison with the drag reduction levels achievable from boundary layer
combustion, those achievable from film-cooling effects are more sensitive to flow
disturbances. The results for all experiments conducted in the present study show that
when fuel is injected into the boundary layer and allowed to burn, the drag coefficients
are about 28% - 30% lower than those measured in fuel-off tests. In contrast, when fuel
is injected and combustion is suppressed, the drag coefficients are between 0.3% to 12%
lower than those measured in fuel-off tests. This indicates that the levels of drag re-
duction brought about by film-cooling effects are more sensitive to the presence of flow
disturbances than those from boundary layer combustion effects for the conditions of
the present experiments. For the tests at a stagnation enthalpy of 3.7 MJ/kg and the
tests with five vortex generators located 49.5 mm upstream of the fuel injection plane,
the levels of drag reduction brought about by film-cooling effects almost fully dimin-
ish. Supporting CFD simulations of the tests with five vortex generators show that the
hydrogen film gets lifted off the combustor wall by flow disturbances almost immedi-
ately after being injected into the combustor. Since the removal of hydrogen from the
surface lowers the drag reduction levels that can be obtained from film-cooling effects,
these numerical results provide an explanation for the drop in drag reduction levels
seen in the corresponding experiments.

The skin friction coefficient decreases significantly only when combustion oc-
curs in the boundary layer, and not when combustion occurs across the entire duct.
Axisymmetric simulations of heat addition in a circular constant-area duct were con-
ducted to explore the influence of the location of heat addition on the skin frictional
drag in the combustor. These simulations demonstrate that a significant reduction in
the skin frictional drag only occurs when heat is added in the boundary layer. The sim-
ulations also show that when heat is added across the entire duct, the skin frictional
drag does not change from that when heat is not added. These results confirm the ex-
perimental findings of Goyne et al. (1999) and Tanno et al. (2001), that the skin friction
drag in a constant-area combustor does not change when hydrogen is injected into the
mainstream and allowed to burn.

For the drag reduction potential of the boundary layer combustion technique to
be realised, heat addition from the combustion of fuel must occur in the regions of
the boundary layer where there are large near-wall values of Reynolds shear stress.
Another point that is highlighted in the axisymmetric simulations of heat addition in
a circular duct is the significant role played by the Reynolds shear stress in the skin
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friction reduction phenomena of the boundary layer combustion technique. The sim-
ulations show that the skin frictional drag decreases only when the large values of
Reynolds shear stress in the near-wall region of the boundary layer are reduced by the
addition of heat.

It is generally very difficult to sweep large portions of the injected hydrogen out
of the boundary layer. Additional CFD simulations were conducted to further assess
the levels of flow disturbances that may be required to sweep the fuel layer out from
the boundary layer. In these simulations, a small section of the isolator and combustor
that had been used in the experiments in Chapter 5 is modelled by a rectangular duct
with the physical dimensions chosen to match that of a one-tenth radial slice of the ex-
perimental model. The levels of flow disturbances entering the combustor were varied
between the typical levels expected in scramjet flowfields. The simulations show that
while small amounts of hydrogen can get displaced from the boundary layer when the
hydrogen film is sufficiently close to a vortex of adequately high vorticity and large
length-scale, most of the injected hydrogen remains in the region of the flowfield that
will induce a reduction in skin frictional drag if the hydrogen burns.

In summary, the experiments and simulations in this study clearly demonstrate that
the boundary layer combustion technique is a robust method that can be used, even in
the presence of flow disturbances, for the reduction of skin frictional drag.

7.2 Recommendations for Future Work

Over the course of this investigation, several issues that could not be resolved within
the scope of the project were raised. These issues present themselves as opportunities
for future research to be pursued.

Firstly, there were several instances in this project where CFD simulations that ac-
counted for combustion would have assisted with the analysis of the results. How-
ever, as the conducting of reacting CFD simulations are not within the scope of this
study, several questions could not be fully answered. It is suggested that a fully three-
dimensional LES CFD simulation that uses finite-rate chemistry to model the combus-
tion processes be conducted for the experiments in this project. The use of LES instead
of RANS simulations is also recommended to provide better modelling of the mixing
process between the mainstream flow and the injected hydrogen. Since the ignition
and combustion processes are dependent on the mixing processes, the use of LES will
help to improve the predictions made by these simulations.
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Secondly, although Stalker’s theory to predict flows with boundary layer combus-
tion has been proven to be accurate for the prediction of the reduction in skin frictional
drag, the theory is more appropriate for cases in which the wall-to-adiabatic-wall tem-
perature is larger than 0.2. This is because the van Driest II method, on which Stalker’s
theory is constructed from, is most accurate for the prediction of skin friction when
the wall-to-adiabatic-wall temperature is larger than 0.2 (Bradshaw, 1977; Goyne et al.,
2003; Kirchhartz, 2010). For tests in hypersonic impulse facilities, where the wall-to-
adiabatic-wall temperature generally ranges from 0.02 to 0.1, the theory of Spalding
& Chi gives a better prediction of the skin friction drag. It is proposed that Stalker’s
theory be extended to incorporate the theory of Spalding & Chi to allow for a more ac-
curate prediction of skin friction to be made for the experiments conducted in impulse
facilities.

In addition, there also remains several questions that need to be addressed before
the boundary layer combustion technique can be implemented in operational scramjet-
powered vehicles.

Firstly, over the past few years, several other methods have been proposed for the
injection of fuel into the boundary layer. These include the tangential porthole injectors
of Suraweera and Smart (2009), the multiport injector array of Pudsey and Boyce (2010)
and the porous wall injectors of Van Staden (2011). It is suggested that an investigation
be conducted to characterise each injection method and to find the method that pro-
vides the best levels of skin friction reduction from boundary layer combustion. The
consideration of the flow losses, the amount of heat addition, and the mechanical, ther-
mal and structural design implications should also be factored into this investigation.

Secondly, one of the topics that has not been thoroughly examined for the boundary
layer combustion technique is that of the conditions of fuel injection. The fuel injection
conditions are important parameters that will affect how the fuel interacts with the
mainstream flow and that will eventually affect the effectiveness of the boundary layer
combustion technique in the reduction of skin frictional drag. It is suggested that an
investigation be conducted to find the optimum fuel injection condition for the range
of flight conditions that scramjets are expected to operate in.

Thirdly, although hydrogen has often been cited as the fuel of choice for scramjets
due to its rapid burning and high mass-specific energy content, the use of hydrogen
raises handling, packaging and safety issues (Lewis, 2001). It would be worthwhile
investigating whether other fuels can bring about the same or even better levels of drag
reduction if they are burned in turbulent boundary layers. For example, hydrocarbons
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such as ethylene and kerosene are popular alternatives fuels for scramjets due to their
superior aerodynamic and volumetric characteristics (Lewis, 2001). Some preliminary
experiments by Suraweera (2006) and theoretical analysis by Barth et al. (2011) have
suggested that the skin frictional drag reduces when ethylene burns in a turbulent
boundary layer. It is suggested that these investigations be pursued in more detail to
confirm the viability of using other fuels for the boundary layer combustion technique.

Fourthly, the results from this thesis suggest that cross-stream fuel injection, which
allows for better fuel penetration into the mainstream flow, can be used in conjunc-
tion with boundary layer fuel injection. Using this combined fuel injection scheme in
a scramjet engine provides the potential to obtain not only the benefits of thrust ad-
dition and viscous drag reduction from boundary layer combustion, but also those of
thrust addition from mainstream combustion. It is suggested that an investigation be
conducted to show how a combined fuel injection scheme can be used to improve the
net thrust potential of a scramjet engine.

Finally, it is also noted that all the tests of boundary layer combustion performed
in shock tunnels so far have been made with models with the walls remaining at
about room temperature during the test duration. In flight, the surfaces of a scramjet-
powered vehicle will be hot, possibly even exceeding 3000 K in the combustor (Powell
et al., 2001). A hot surface will lead to a larger amount of hot air near to the surface,
which may promote an earlier ignition of the fuel-air mixture in the boundary layer. If
this can be achieved, it will lead to an extension of the range of conditions over which
skin friction reduction can be achieved. Thus, a study needs to be conducted to in-
vestigate the effects of a hot wall on the ignition delay of the fuel-air mixture in the
boundary layer and the subsequent effects on the levels of skin friction reduction that
is achievable with boundary layer combustion.
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Appendix A

Justification for the use of a lower Pitot-
to-nozzle-supply pressure ratio for nitro-
gen tests

Figure A.1 shows a plot of the Pitot-to-nozzle-supply pressure ratio for the tests con-
ducted with the T4 Mach 6 nozzle by Bakos (1994) in the T4 impulse facility. These
results, which are for tests at a stagnation enthalpy of 14.2 MJ/kg, are referenced from
the report by Mee (1993)1. The results from the current experimental campaign for
tests at a stagnation enthalpy of 4.8 MJ/kg are also included in Figure A.1.

The results from both the tests of Bakos and the current tests show that the average
Pitot-to-nozzle-supply pressure ratios for the shots with nitrogen test gas are about
0.92 times of those for the shots with air test gas. It is clear that the main cause of
this difference in the Pitot-to-nozzle-supply pressure ratio comes about because of the
difference in the gas properties of nitrogen and air. The differences are attributed to the
differences in expansion through the nozzle for the different gases. It is suggested that
CFD simulations of the nozzle-supply region and the nozzle in the T4 impulse facility
be conducted in conjunction with a more detailed experimental survey of the nozzle to
further investigate this. The nozzle calibration tests used to obtain the ratio of Pitot-to-
nozzle-supply pressures used in processing the data were only performed with a test
gas of air. Based on these results, all tests for the current campaign conducted with
nitrogen test gas were processed using a value of Pitot-to-nozzle-supply pressure ratio
that was 0.92 times that of the tests conducted with air as the test gas.

1Note that while the values of Pitot pressure from Bakos’ tests have been normalised using only
one nozzle-supply pressure measurement in Mee’s report, the values shown in Figure A.1 have been
normalised using the averaged value of two nozzle-supply pressure measurements
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Figure A.1: A comparison of the Pitot-to-nozzle-supply pressure ratio for tests with air as the
test gas and tests with nitrogen as the test gas.



Appendix B

Uncertainty Analysis

B.1 Uncertainties in the test conditions

The analysis of the uncertainties in the test conditions for the current test campaign
is presented in this appendix. The uncertainty analysis was conducted following the
method that is reported in Mee (1993).

For a quantity F, which is derived from a combination of measured quantities
ψ1, ..,ψi, ..,ψn such that F = f (ψ1, ..,ψi, ..,ψn), the absolute uncertainty can be de-
fined as

δF =

√
n

∑
i=1

(δF)2
i (B.1)

provided that the individual measured quantities are independent and normally dis-
tributed. The (δF)i term in Equation B.1 is the component of uncertainty in F due to
the uncertainty in ψi which can be defined as

(δF)i =
(

∂F
∂ψi

)
δψi (B.2)

where ∂F
∂ψi

is the sensitivity of the derived quantity F to changes in the measured quan-
tity ψi.

The relative uncertainty in the derived quantity F can then be defined as

XF =

√
n

∑
i=1

(XF)2
i (B.3)

where

(XF)i =
(

∂XF

∂Xψi

)
Xψi , XF =

δF
F

, Xψi =
δψi

ψi
(B.4)
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For the tests conducted in the T4 impulse facility, the derived quantities of interest
include the nozzle-supply temperature Ts, nozzle-supply stagnation enthalpy Hs, the
nozzle-exit static temperature T∞, static pressure p∞, static density ρ∞, Mach number
M∞, velocity u∞ and the ratio of specific heats γ∞. The measured quantities include
the shock tube fill pressure pfill,ST, shock tube fill temperature Tfill,ST, incident shock
speed ushock, nozzle-supply pressure ps, and nozzle-exit Pitot pressure pPitot.

To compute the (XF)i in Equation B.4, the relative sensitivity ∂XF
∂Xψi

and the relative
uncertainty in the measured quantity δXψi need to be known. The relative sensitivity
can be determined by

1. Perturbing ψi to get a positively perturbed value ψ+
i and a negatively perturbed

value ψ−i ,

2. Running ESTCj and NENZF withψi,ψ+
i andψ−i as the inputs to get Fψi , Fψ+

i
and

Fψ−i , and

3. Computing the relative sensitivity by

∂XF

∂Xψi

=

F
ψ+

i
− F

ψ−i
Fψi

ψ+
i − ψ

−
i

ψi

(B.5)

The relative sensitivities for each test condition listed in Table 3.1 are computed and
shown in Table B.1. The values for the Xψi term in Equation B.4 are taken to be sim-
ilar to those stated in Kirchhartz (2010), and are listed in Table B.2. Values from both
Tables B.2 and B.1 are then used with Equations B.3 and B.4 to compute the relative un-
certainties in the derived flow parameters for each test condition. These uncertainties
are shown in Table B.3.

B.2 Uncertainties in the fuelling conditions

The uncertainties in the fuelling conditions can also be computed using Equations B.3
and B.4. Since the correlations for the derived quantities of interest (the discharge co-
efficient α, mass flow rate of hydrogen ṁH2 , mass flow rate of oxygen ṁO2 and equiv-
alence ratioφ) are in the form F = constantψm1

1 ψ
m2
2 ψ

mi
i ....ψmn

n , the relative sensitivity
∂F
∂ψi

can be obtained directly by analytically differentiating F. This allows the step,
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which involves the perturbation method described in Section B.1, to be skipped. Equa-
tion B.4 now becomes

(XF)i =
(

∂XF

∂Xψi

)
Xψi = mi

δψi

ψi
(B.6)

Equation B.3 can then be re-written as

XF =

√√√√ n

∑
i=1

(
mi
δψi

ψi

)2

(B.7)

The values for the relative uncertainties δψi
ψi

are taken to be similar to those stated
by Turner (2010). The only exception is that of the uncertainty in the volume of the
Ludwieg tube, where the more conservative estimate given by Razzaqi (2011) is used.
These uncertainties are listed in Table B.4. The resulting uncertainties in the fuelling
conditions, which are computed with Equation B.7 and the values in Table B.4, are
listed in Table B.5.
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Table B.1: Relative sensitivities of the derived quantities F to perturbations in the measured
quantities ψi.

Condition

Hs 3.7 4.8 8.0 4.8
Quantity M∞ 6.3 6.2 5.7 7.4

F ψi ∂XF/∂Xψi

Hs pfill,ST -0.249 -0.229 -0.203 -0.231
Tfill,ST 0.257 0.238 0.206 0.239
ushock 1.431 1.470 1.535 1.462
ps 0.248 0.233 0.204 0.233
pPitot 0.000 0.000 0.000 0.000

Ts pfill,ST -0.182 -0.154 -0.126 -0.156
Tfill,ST 0.246 0.203 0.152 0.204
ushock 1.041 0.988 0.958 0.987
ps 0.185 0.169 0.164 0.169
pPitot 0.000 0.000 0.000 0.000

T∞ pfill,ST -0.307 -0.177 -0.235 0.018
Tfill,ST 0.417 0.323 0.280 0.560
ushock 1.746 1.942 1.803 2.229
ps 0.301 0.423 0.218 0.274
pPitot 0.402 0.388 0.337 0.409

p∞ pfill,ST -0.094 0.067 -0.072 0.340
Tfill,ST 0.130 0.010 0.074 0.207
ushock 0.493 0.510 0.598 0.639
ps 1.080 1.199 0.999 0.967
pPitot 1.429 1.408 1.370 1.432

ρ∞ pfill,ST 0.212 0.240 0.171 0.310
Tfill,ST -0.289 -0.309 -0.221 -0.350
ushock -1.254 -1.447 -1.267 -1.602
ps 0.779 0.778 0.790 0.693
pPitot 1.025 1.021 1.030 1.018

u∞ pfill,ST -0.110 -0.120 -0.083 -0.152
Tfill,ST 0.149 0.153 0.100 0.158
ushock 0.630 0.711 0.627 0.784
ps 0.110 0.111 0.099 0.140
pPitot -0.026 -0.027 -0.034 -0.020

M∞ pfill,ST 0.038 -0.039 0.032 -0.164
Tfill,ST -0.064 0.000 -0.039 -0.110
ushock -0.220 -0.223 -0.250 -0.307
ps -0.038 -0.090 0.000 0.008
pPitot -0.221 -0.211 -0.192 -0.219
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Table B.2: Relative uncertainties in the measured quantities Xψi .

Quantity Relative uncertainty (%)

Shock tube fill pressure pfill,ST 3.25
Shock tube fill temperature Tfill,ST 2
Incident shock speed ushock 5
Nozzle-supply pressure ps 3
Pitot pressure pPitot 8.8

Table B.3: Relative uncertainties in the test conditions.

Condition

Hs 3.7 4.8 8.0 4.8
Quantity M∞ 6.3 6.2 5.7 7.4

Hs 7.2% 7.4% 7.7% 7.4%
Ts 5.3% 5.0% 4.8% 5.0%
T∞ 9.6% 10.4% 9.6% 11.8%
p∞ 13.2% 13.2% 12.8% 13.4%
ρ∞ 11.3% 11.8% 11.3% 12.3%
u∞ 3.2% 3.6% 3.2% 4.0%
M∞ 2.2% 2.2% 2.1% 2.5%

Table B.4: Relative uncertainties in the measured quantities Xψi .

Relative
Quantity uncertainty (%)

Initial fill pressure in the Ludwieg tube pLT,i 2
Initial temperature in the Ludwieg tube TLT,i 2
Final pressure in the Ludwieg tube pLT, f 2
Volume of the Ludwieg tube VLT 3
Pressure in the plenum chamber pplenum 3

Table B.5: Relative uncertainties in the fuelling conditions.

Quantity Relative uncertainty (%)

Discharge coefficient α 6.3
Mass flow rate of hydrogen ṁH2 3.8
Mass flow rate of oxygen ṁO2 11.9
Equivalence ratio φ 13.7
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Appendix C

Estimation of flight-equivalent conditions

The flight-equivalent conditions for each test condition are approximated using the
following steps.

1. Assume that the REST inlet is attached to a vehicle that has a forebody with a
wedge angle of 10◦.

2. Specify an arbitrary flight altitude h f and geometrical scaling factor η for which
the test model scales with the actual flight model.

3. Use the 1976 U.S. Standard Atmosphere tables (Heiser and Pratt, 1994) to obtain
the freestream static pressure p∞, f and temperature T∞, f at the specified flight
altitude.

4. For the stagnation enthalpy at which the ground tests are conducted, compute
the flight Mach number for the specified flight altitude.

u∞, f =

√
2(Hs,ground −

γ∞, f R∞, f

γ∞, f − 1
T∞, f ) (C.1)

M∞, f =
u∞, f√

γ∞, f R∞, f T∞, f
(C.2)

5. For the specified forebody wedge angle of 10◦, use standard oblique shock re-
lations to compute the pressure ratio

p∞, f
p1, f

and and the temperature ratio
T∞, f
T1, f

,
where p1, f and T1, f are the static pressure and static temperature at the entrance
of the inlet in flight.

6. Compute T1, f from the temperature ratio
T∞, f
T1, f

and T∞, f .
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7. If T1, f approximately matches the static temperature at the entrance of the inlet of
the test model T1,ground,100%, then proceed to step 8. Otherwise, specify another
scaling factor for the test model and repeat step 6 until T1, f matches T1,ground,100%.

8. Compute p1, f from the pressure ratio
p∞, f
p1, f

and p∞, f .

9. With the use of p-L scaling1, compute the static pressure at the entrance of the in-
let for a 100% scale of the test model p1,ground,100% from that of the static pressure
at the entrance of the inlet of the test model p1,ground,scaled.

p1,ground,100% Lchar,ground,100% = p1,ground,scaled Lchar,ground,scaled

⇒ p1,ground,100% =
Lchar,ground,scaled

Lchar,ground,100%
p1,ground,scaled

⇒ p1,ground,100% = η p1,ground,scaled

(C.3)

10. If p1,ground,100% approximately matches p1, f , then the flight Mach number and
altitude can be used to work out the flight dynamic pressure.

q∞, f =
γ∞, f p∞, f M2∞, f

2
(C.4)

Otherwise, specify another flight altitude and repeat steps 3 to 10 until p1,ground,100%

matches p1, f .

11. Repeat steps 1 to 11 for the other test conditions with different stagnation en-
thalpies.

1Hornung (1988) postulates that the product of density and characteristic length should remain con-
stant when the characteristic length changes. The ρ-L scaling concept proposed by Hornung (1988) is
also shown by Stalker et al. (2005) to be applicable to hydrogen-air flows with supersonic combustion,
such as those present in the current experiments. This scaling concept is used to relate the flowfield in
the small-scale model in the present experiments to that in larger-scale flight-size models. By assuming
that the static temperature remains constant during the scaling process, the use of p-L scaling would
then be similar to that of ρ-L scaling.



Appendix D

Detailed shot summary

The details of the operating, nozzle-supply, nozzle-exit and fuelling conditions for each
shot conducted in the T4 impulse facility for this test campaign is shown in Table D.1.
In addition, the chemical composition in the freestream flow at the exit of the nozzle is
shown in Table D.2. The notation used in Table D.1 is as follows.

Res. Reservoir
C.T. Compression tube
S.T. Shock tube
pfill Static pressure of the gas

in the reservoir, compression
tube or shock tube

Tfill Static temperature of the test
gas in the shock tube

Argon frac.Volume fraction of argon
in driver gas in the
compression tube

Diaph. Thickness of the
primary diaphragm

ushock Shock speed
ps Nozzle-supply pressure
Ts Nozzle-supply temperature
Hs Nozzle-supply

stagnation enthalpy
p∞ Freestream static pressure

at the exit of the nozzle

T∞ Freestream static temperature
at the exit of the nozzle

ρ∞ Freestream static density
at the exit of the nozzle

u∞ Freestream velocity at the
exit of the nozzle

M∞ Freestream Mach number at
the exit of the nozzle

Re∞ Freestream unit Reynolds
number at the exit of
the nozzle

γ∞ Freestream specific heats
ratio at the exit of the nozzle

ṁcapture Mass flow rate entering
the REST inlet

pplenum Static pressure in the
fuel plenum chamber

ṁH2 Mass flow rate of hydrogen
φ Equivalence ratio
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Appendix E

Estimation of the conditions at the exit
of the fuel injector nozzle

This appendix presents the calculations that have been used to estimate the conditions
at the exit of the fuel injector nozzle. The procedure is illustrated for a nominal fuelling
at an equivalence ratio of 1. Figure E.1 shows a schematic of the fuel injector used in
the current study. The fuel injection system is modelled as a reservoir that is located
upstream of a sonic throat and a diverging nozzle, with the plenum chamber being the
reservoir.

Fuel injection system

Fuel injector

Tangential
fuel injection Sonic throat, 

denoted by *

Nozzle exit plane, 
denoted by "jet"

Fuel plenum chamber, 
denoted by "plenum"

Tangential
fuel injection

Figure E.1: Schematic of the fuel injector used in the current study.

To estimate the properties at the exit of the diverging nozzle, standard isentropic
relations are used to calculate the expansion of the hydrogen in the plenum to the
exit of the nozzle. In this process, it is assumed that the flow is sonic at the throat.
In addition, because the hydrogen encounters losses when flowing from the plenum
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chamber to the exit of the nozzle, the use of an effective throat area instead of the
geometrical throat area allows for a better estimation of the nozzle exit conditions to
be made. To compute the effective throat area A?, Equation 3.2 from Robinson et al.
(2003)

ṁH2 =

√√√√γ

R

(
2

γ + 1

)γ+1
γ−1 A?√

TLT,i
pLT,i

(
pH2

pLT,i

)γ+1
2γ

(E.1)

is re-arranged to get the effective throat area

A? =


√

TLT,i√
γ
R

(
2

γ+1

)γ+1
γ−1


 1

pLT,i

( pH2
pLT,i

)γ+1
2γ

 (E.2)

The Ludwieg tube pressure pLT,i measured from the calibrations conducted in the
present study is 1.035 MPa, the plenum pressure pplenum is 425.9 kPa and the hydrogen
mass flow rate ṁH2 is 0.01255 kg/s. Assuming that the Ludwieg tube temperature is
300 K, the gas constant for hydrogen R is 4124 J/kg.K and the specific heats ratio γ
is 1.41, the resulting effective throat area A? that is computed from Equation E.2 is
4.197×10−5 m2.

From White (2008), the Mach-number-area correlation for an isentropic flow with a
perfect gas assumption is written as

Ajet

A?
=

1
Mjet

[
1 + 1

2(γ − 1)M2
jet

1
2(γ + 1)

] γ+1
2(γ−1)

(E.3)

Since the exit area of the fuel injector nozzle Ajet is 2.14×10−4 m2, and the values for
A? and γ are known, Equation E.3 is solved implicitly to obtain the Mach number at
the exit of the injector nozzle Mjet.

Standard isentropic relations are then used, with the resulting Mjet of 3.122 and the
conditions in the plenum chamber, to compute the static properties at the exit of the
injector nozzle.

Tplenum

Tjet
= 1 +

1
2
(γ − 1)M2

jet (E.4)

pplenum

pjet
=
[

1 +
1
2
(γ − 1)M2

jet

] γ
γ−1

(E.5)
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ρplenum

ρjet
=
[

1 +
1
2
(γ − 1)M2

jet

] 1
γ−1

(E.6)

ujet = Mjet

√
γRTjet (E.7)

The resulting static temperature of the hydrogen jet at the exit of the injector nozzle
Tjet is 96 K, the static pressure pjet is 8.5 kPa, the static density ρjet is 0.0214 kg/m3 and
the velocity ujet is 2405 m/s.
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Appendix F

A comparison of the strain gauges used

This appendix presents a comparison of the performance of the piezo-electric film and
semi-conductor strain gauges that were used in the current experiments. The strain
gauges used in the current experiments were those that had been used by Kirchhartz
(2010) in his experiments. These gauges were applied in a configuration where the di-
rection of the most sensitive axis of each gauge was aligned with the axis of the brass
sting. This was done so that ideally only axial strains will be measured. However, the
quality of the output from these gauges can be affected by several factors. One of these
factors is the imperfections in the application of the gauges on the brass sting. These
imperfections include the slight misalignment of the gauges, the age of the bonding
layer between the gauge and the sting and the surface topology of the gauge (Kirch-
hartz, 2010). These imperfections are undesirable because they can reduce the gauge’s
sensitivity to axial strains and signal-to-noise ratio, and also increase the sensitivity to
bending strains.

To evaluate the performance of the strain gauges, the combustor-sting arrangement
was struck with an instrumented impulse hammer in a similar way to that in the cal-
ibration procedures for the stress-wave force balance (Mee, 2002b). As shown in Fig-
ure F.1, the combustor was struck at two separate locations to induce two different
types of stresses - axial and bending.

The resulting strain outputs, which are normalised with the peak force levels of the
hammer strike, are shown in Figure F.2 for the piezo-electric film strain gauges and in
Figure F.3 for the semi-conductor strain gauges. Figures F.2a and F.3a show that of all
the gauges tested, gauge B is the most sensitive to axial strains. Gauges SSGA, SSGOld
and E have about half of gauge B’s sensitivity to axial strains. In terms of the sensitivity
to bending strains, gauge C is the least sensitive, followed by all the semi-conductor
gauges and gauge B. An ideal strain gauge for axial force measurements in the current
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Brass
sting

Impulse
hammer

Strain
gauges

Combustor

Striking location to 
induce bending stresses

Striking location to 
induce axial stresses

Figure F.1: Method used to generate axial and bending stresses.
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Figure F.2: Normalised strain gauge output from piezo-electric film strain gauges.
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Figure F.3: Normalised strain gauge output from semi-conductor strain gauges.
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project is one that has the highest sensitivity to axial strains and the lowest sensitivity
to bending strains. This then eliminates gauges C and E. Considering that gauge B has
about twice the sensitivity to axial strains than the semi-conductor gauges and that it
has a similar level of sensitivity to bending strains, it is concluded that gauge B is the
most reliable gauge to be used for axial force measurements in the current project.
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Appendix G

Justification of the use of 10% driver gas
contamination to limit test times

In the T4 shock tunnel facility, it is common practice to use a threshold of 10% driver
gas contamination to limit test times. As the combustion phenomena is an important
aspect in the current experiments, it is necessary to show that this level of driver gas
contamination does not significantly affect combustion. This is done by examining the
effect that different levels of driver gas contamination have on the combustion of a
hydrogen-air mixture in a supersonic stream.

To model the combustion of a hydrogen-air mixture in a supersonic stream, a one-
dimensional finite-rate stream-tube analysis is used. This analysis is conducted with
the use of a script, reacting-pipe-flow.py, which has been written by Dr Peter Jacobs
with the use of Eilmer3’s non-equilibrium chemistry module that has been written by
Dr Rowan Gollan. This script has been verified against the numerical results of Bittker
and Scullin (1972) and can be found in the “bittker-hydrogen-combustion” example
in the Eilmer3 package. The analysis is conducted for a hydrogen-air mixture flowing
through a 0.5 m-long inviscid constant-area pipe at a velocity of 2576 m/s, a static pres-
sure of 88.5 kPa and a static temperature of 1126 K, as shown in Figure G.1. The inflow

x

p = 88.5 kPa
T = 1126 K
u = 2576 m/s

0.5 m

Figure G.1: Schematic for the stream-tube one-dimensional finite-rate stream-tube analysis.
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conditions are representative of those entering the combustor for the current experi-
ments (see Table 5.1). The finite-rate reaction scheme that is used for this analysis is the
9-species 18-reaction hydrogen-air reaction scheme of Bittker and Scullin (1972). The
mass fraction of each individual species of the hydrogen-air mixture for three different
driver gas compositions and five different contamination levels is shown in Table G.1.
Note that the three different driver gas compositions correspond to those that are used
for the T4 experiments in this project.

Table G.1: Mass fraction of each individual species of the hydrogen-air mixture for three dif-
ferent driver gas compositions and five different contamination levels.

Driver gas composition (by volume)

100% argon 55% argon 35% argon
0% helium 45% helium 65% helium

0% contamination O2 mass fraction 0.226 0.226 0.226
N2 mass fraction 0.746 0.746 0.746
H2 mass fraction 0.028 0.028 0.028
Ar mass fraction 0.000 0.000 0.000
He mass fraction 0.000 0.000 0.000

2% contamination O2 mass fraction 0.221 0.221 0.221
N2 mass fraction 0.731 0.731 0.731
H2 mass fraction 0.028 0.028 0.028
Ar mass fraction 0.020 0.018 0.016
He mass fraction 0.000 0.002 0.004

5% contamination O2 mass fraction 0.214 0.214 0.214
N2 mass fraction 0.709 0.709 0.709
H2 mass fraction 0.028 0.028 0.028
Ar mass fraction 0.049 0.045 0.040
He mass fraction 0.000 0.004 0.009

10% contamination O2 mass fraction 0.203 0.203 0.203
N2 mass fraction 0.672 0.672 0.672
H2 mass fraction 0.028 0.028 0.028
Ar mass fraction 0.097 0.090 0.080
He mass fraction 0.000 0.007 0.017

50% contamination O2 mass fraction 0.113 0.113 0.113
N2 mass fraction 0.373 0.373 0.373
H2 mass fraction 0.028 0.028 0.028
Ar mass fraction 0.486 0.449 0.400
He mass fraction 0.000 0.037 0.086

Figure G.2 shows the distributions of static pressure, static temperature, veloc-
ity and H2O mass fraction along the pipe for various driver gas contamination lev-
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els for the driver gas composition with 100% argon. It can be seen that the static
pressure, static temperature and velocity are the same in the post-combustion region
(downstream of x = 0.3 m) for contamination levels that are below 10%. In the post-
combustion region, the mass fraction of H2O produced also varies by only 3% for
contamination levels that are below 10%. The only significant effect of driver gas con-
tamination that is clearly visible in these plots is the delay in the ignition process. The
hydrogen-air mixture with 10% driver gas contamination ignites 0.012 m later than that
with no driver gas contamination. This delay in ignition is considered to be insignifi-
cant for a combustor with a length of 0.5 m.
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Figure G.2: Flow variables and H2O production along the pipe for driver gas with 100% argon.

Figures G.3 and G.4 show distributions of static pressure, static temperature, veloc-
ity and H2O mass fraction along the pipe for the other two driver gas compositions
listed in Table G.1. The findings from these analyses are similar to those for the driver
gas composition with 100% argon. For contamination levels that are below 10%, the
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static pressure, static temperature and velocity in the post-combustion region (down-
stream of x = 0.3 m) are the same, and the mass fraction of H2O produced varies by
only 3%. These plots also show that an increase in the amount of helium in the driver
gas increases the delay in ignition length. For a driver gas with a 45% volumetric frac-
tion of helium, ignition for a hydrogen-air mixture with 10% driver gas contamination
occurs 0.018 m later than for that with 0% driver gas contamination. For a driver gas
with a 65% volumetric fraction of helium, ignition for a hydrogen-air mixture with
10% driver gas contamination occurs 0.026 m later than for that with 0% driver gas
contamination.
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Figure G.3: Flow variables and H2O production along the pipe for driver gas with 55% argon
and 45% helium (by volume).

Results from this analysis demonstrate that the presence of 10% driver gas in the
flow only acts to delay the ignition process, but does not significantly affect the other
combustion processes, hence justifying the appropriateness of the use of 10% driver
gas contamination to limit test times in the current experiments.
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Figure G.4: Flow variables and H2O production along the pipe for driver gas with 35% argon
and 65% helium (by volume).
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Appendix H

Drag coefficient in terms of Pitot pres-
sure

This appendix details the derivation of the alternate form of drag coefficient that was
used in the presentation of the results in Chapter 5. This form of the drag coefficient
is proposed by Mee (2002b) to account for the effects of fluctuations in the freestream
flow on the aerodynamic forces on a model that is tested in a short-duration impulse
facility. Mee (2002b) suggests that by re-formulating the drag coefficient to be in terms
of Pitot pressure and by measuring the Pitot pressure simultaneously with the aerody-
namic force, the fluctuations in the freestream flow can be accounted for in the force
measurements.

The drag coefficient is commonly defined in terms of the measured drag force D, the
freestream flow speed u∞, the freestream density ρ∞, and the area which the measured
drag force acts on, A, as

cD =
D

1
2ρ∞u2∞A

(H.1)

The Rayleigh-Pitot formula (Ames Research Staff, 1953) gives the relationship be-
tween the Pitot pressure pPitot, the freestream static pressure p∞, the freestream Mach
number M2∞, and the ratio of specific heats of the test gas γ, as

pPitot = p∞
[
(γ + 1)M2∞

2

] γ
γ−1

[
γ + 1

2γM2∞ − (γ − 1)

] 1
γ−1

(H.2)

By noting that the Pitot pressure is approximately a constant fraction of the dynamic
pressure for high Mach number flows, the Pitot pressure in Equation H.2 can be re-
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written in terms of the dynamic pressure. When M∞ is sufficiently large such that
2γM2∞ >> (γ − 1), the Pitot pressure can be approximated as

pPitot ≈ p∞
(
γ + 1

2

)γ+1
γ−1

γ
1

1−γ M2∞ (H.3)

By the definition of Mach number and the equation of state for a thermally perfect
gas, the term p∞M2∞ in Equation H.3 can be written in terms of the dynamic pressure
ρ∞u2∞ as

p∞M2∞ = ρ∞RT∞ u2∞
γRT∞ =

ρ∞u2∞
γ

(H.4)

This can then be substituted into Equation H.3 to yield

pPitot ≈
(
γ + 1

2

)γ+1
γ−1

γ
γ

1−γ ρ∞u2∞ (H.5)

Finally, Equation H.5 can be re-arranged in terms of the dynamic pressure and sub-
stituted back into Equation H.1. The resulting equation is that of the drag coefficient
formulated in terms of the Pitot pressure.

cD =

[
2

pPitot/ps

(
γ + 1

2

)γ+1
γ−1

γ
γ

1−γ

]
D

ps A
(H.6)



Appendix I

Integral form of the Navier-Stokes equa-
tions as implemented in Eilmer3

The integral form of the Navier-Stokes equations, as it is implemented in Eilmer3, is
presented. A full description of the implementation of the governing equations can be
found in the theory book for Eilmer3 (Jacobs et al., 2010).

The Eilmer3 code is formulated around the integral form of the Navier-Stokes equa-
tions, which can be expressed as

∂

∂t

∫
V

UdV = −
∮

S

(
Fi − Fv

)
· n̂ dA +

∫
V

QdV , (I.1)

where S is the bounding surface and n̂ is the outward-facing unit normal of the control
surface.

For a three-dimensional flow, the array of conserved quantities is dependent on the
thermal model under consideration, and for the thermal nonequilibrium models is

U =



ρ

ρux

ρuy

ρuz

ρE
ρevm

ρee

ρ fs


. (I.2)

Here, the conserved quantities are respectively density, x-momentum per volume,
y-momentum per volume, total energy per volume, vibrational energy for mode m,
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electronic-electron energy and mass density of species s. Note that ρee includes both
bound and free electron energy. Both the total and individual species continuity equa-
tions are solved to add rigour to the flow solver: the redundant information gives a
good idea when the numerics are running into trouble. Conversely, when only solving
n− 1 species equations, it is easier for undetected error in mass fractions to accumu-
late. Thus for 11 species air with 6 vibrating molecules and the inclusion of electrons,
for example, there are 22 conserved quantities.

The flux vectors are divided into inviscid and viscous contributions. The inviscid
component in thermal nonequilibrium is

Fi =



ρux

ρu2
x + p

ρuyux

ρuzux

ρEux + pux

ρevm ux

ρeeux + peux

ρ fsux


î +



ρuy

ρuxuy

ρu2
y + p

ρuzuy

ρEuy + puy

ρevm uy

ρeeuy + peuy

ρ fsuy


ĵ +



ρuz

ρuzux

ρuzuy

ρu2
z + p

ρEuz + puz

ρevm uz

ρeeuz + peuz

ρ fsuz


k̂ . (I.3)

The viscous component is

Fv =



0
τxx

τyx

τzx

τxxux + τyxuy + τzxuz + qx

qx,vm

qx,e

Jx,s


î +



0
τxy

τyy

τzy

τxyux + τyyuy + τzyuz + qy

qy,vm

qy,e

Jy,s


ĵ +



0
τxz

τyz

τzz

τxzux + τyzuy + τzzuz + qz

qz,vm

qz,e

Jz,s


k̂ , (I.4)
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and the viscous stresses are

τxx = 2µ
∂ux

∂x
+ λ

(
∂ux

∂x
+

∂uy

∂y
+

∂uz

∂z

)
,

τyy = 2µ
∂uy

∂y
+ λ

(
∂ux

∂x
+

∂uy

∂y
+

∂uz

∂z

)
,

τzz = 2µ
∂uz

∂z
+ λ

(
∂ux

∂x
+

∂uy

∂y
+

∂uz

∂z

)
,

τxy = τyx = µ

(
∂ux

dy
+

∂uy

dx

)
,

τxz = τzx = µ

(
∂ux

dz
+

∂uz

dx

)
,

τyz = τzy = µ

(
∂uy

dz
+

∂uz

dy

)
, (I.5)

where the secondary viscosity coefficient λ is expressed in terms of the primary coeffi-
cient µ via Stokes hypothesis, λ = − 2

3µ. The viscous heat fluxes are

qx = ktr
∂T
∂x

+ ∑
s=mol.

kvs

∂Tvs

∂x
+ ke

∂Te

∂x
+ ∑

s=all
Jx,shs ,

qy = ktr
∂T
∂y

+ ∑
s=mol.

kvs

∂Tvs

∂y
+ ke

∂Te

∂y
+ ∑

s=all
Jy,shs ,

qx,vm = kvm

∂Tvm

∂x
+ Jx,mhvm ,

qy,vm = kvm

∂Tvm

∂y
+ Jy,mhvm ,

qx,e = ke
∂Te

∂x
+ ∑

s=all
Jx,shes ,

qy,e = ke
∂Te

∂y
+ ∑

s=all
Jy,shes . (I.6)

The vector of source terms is separated into geometric, chemistry, thermal energy
exchange and radiation contributions in order to apply the operator-splitting integra-
tion approach, Equation I.7.

Q = Qgeom. + Qchem. + Qtherm. + Qrad. (I.7)

For planar geometries Qgeom., is a zero vector.
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The chemistry source term vector is

Qchem. =



0
0
0
0

ΩVC
m

∑s=ion. Ω
EC
s

ω̇s


, (I.8)

and the thermal energy-exchange source term vector is

Qtherm. =



0
0
0
0

ΩVT
m + ΩVV

m + ΩVE
m

∑s=mol. Ω
EV
s + ∑s=all. Ω

ET
s

0


, (I.9)

The radiation source term vector is

Qrad. =



0
0
0

−∇ · qrad

0
−∇ · qrad

0


. (I.10)

where any purely vibrational component of radiative heat loss (or gain) has been ne-
glected. The transport, thermodynamic and chemical kinetic source term models are
discussed in detail in Chapter 3 of the Eilmer3 theory book (Jacobs et al., 2010).
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Tests conducted at off-design conditions

J.1 Tests at lower stagnation enthalpies - Hs = 3.7 MJ/kg

J.1.1 Inlet & combustor pressure measurements

Figure J.1 shows the experimental pressure measurements taken on the bodyside of the
REST inlet and combustor. The pressure measurements for the 4.8 MJ/kg tests (shown
in Section 5.1) are also shown in the same plot.

In the inlet, it can be observed that the shock impinges further downstream than
in the tests conducted at Hs = 4.8 MJ/kg. Because the freestream Mach number for
the 3.7 MJ/kg tests is slightly higher than that for the 4.8 MJ/kg tests1, and because a
higher Mach number produces a shock at a shallower angle, the cowl shock impinges
further downstream in the inlet for the 3.7 MJ/kg tests than for the 4.8 MJ/kg tests.

In the combustor, the fuel-into-N2 test shows slightly higher pressure coefficients
in the combustor than the fuel-off tests, due to the fuel mass addition. For the fuel-on
test, unlike the 4.8 MJ/kg tests, the ignition location of the hydrogen is located fur-
ther upstream of the first pressure transducer in the combustor. Despite the lower
fuel equivalence ratio for the 3.7 MJ/kg tests, the combustion-induced pressure rise is
higher than that for the 4.8 MJ/kg tests. It is postulated that this is due to the difference
in freestream static temperatures for different stagnation enthalpies. For the 3.7 MJ/kg
tests, the freestream temperatures of 451 K are lower than those in the 4.8 MJ/kg tests
(560 K), thus allowing more heat to be transferred from the combustion process into the
flow. However, considering the lower freestream temperatures for the 3.7 MJ/kg tests,

1The Mach number at the exit of the Mach 6 nozzle varies as the nozzle-supply enthalpy varies. At
higher enthalpies, the exit Mach number is lower because of the different real gas effects that occur in
the expansion. This can be seen in the results in Table D.1
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Figure J.1: Pressure coefficients in the inlet and combustor for Hs = 3.7 MJ/kg condition

the earlier ignition of the hydrogen is not expected. A plausible explanation for this
is that because the reflected shock from the inlet impinges further downstream in the
3.7 MJ/kg tests, the shock just misses the backward-facing step and impinges directly
on the wall hydrogen film. It is postulated that this may have caused the hydrogen film
to separate and lift off the wall. This can potentially lead to better mixing between the
hydrogen and air, which may, in turn, lead to the earlier ignition of the hydrogen-air
mixture.

J.1.2 Combustor drag measurements

Figure J.2 shows the experimental and theoretical values for skin friction drag coeffi-
cient for the 3.7 MJ/kg tests. Also shown are the drag coefficients for the 4.8 MJ/kg
tests.

For the fuel-off test, the measured drag coefficient is overpredicted by the Spalding
& Chi theory by 13% and by the van Driest II theory by 9%. The drag coefficient mea-
sured for the 3.7 MJ/kg test is slightly lower than that for the 4.8 MJ/kg test, though
the difference is in the order of the experimental uncertainties. Since the unit Reynolds
number for the 3.7 MJ/kg tests of 7.8×106 is higher than that for the 4.8 MJ/kg tests
and since a higher Reynolds number results in a lower drag coefficient for fully tur-
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bulent boundary layers, the lower drag coefficient observed in the test conducted at a
lower stagnation enthalpy is expected.
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Figure J.2: Comparison of experimentally measured combustor drag coefficients for tests at the
Hs = 3.7 MJ/kg condition with those predicted using skin friction theories and with those for
tests at the Hs = 4.8 MJ/kg condition.

For the fuel-into-N2 test, the measured drag coefficient is lower than that of the
fuel-off test by only 0.3%. The level of drag reduction inferred from a comparison
of the measured drag coefficient with that predicted by the Spalding & Chi theory is
18%. This is much lower than the 50% drag reduction predicted using Stalker’s film-
cooling theory. Both comparisons strongly suggest that the drag reduction from the
film-cooling effect has been affected. It is suggested in Section J.1.1 that the reflected
shock from the inlet may have impinged on the wall hydrogen film and caused the
film to separate and lift off from the wall, thus leading to the earlier ignition of the
hydrogen-air mixture. This too could have been the cause of the diminished drag
reduction levels, since the removal of hydrogen from the surface reduces the drag re-
duction that can be obtained from the film-cooling effect.

For the fuel-on test, the measured drag coefficient is 30% lower than that measured
in the fuel-off test. The level of drag reduction inferred from a comparison of the mea-
sured drag coefficient with that predicted by the Spalding & Chi theory is 70%. This
is quite similar to the 65% drag reduction that is predicted using Stalker’s boundary
layer combustion theory. In addition, it can also be observed that the levels of drag
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reduction due to boundary layer combustion for the 3.7 MJ/kg tests are slightly higher
than those for the 4.8 MJ/kg tests. This occurs because the lowering of the stagnation
enthalpy results in a larger amount of heat release from combustion, which then brings
about a higher level of skin friction reduction when hydrogen burns in the boundary
layer (Kirchhartz, 2010; Suraweera, 2006). From these tests, it can be concluded that
the flow disturbances brought about by the lowering of the stagnation enthalpy does
not affect the drag reduction capabilities of the boundary layer combustion technique.

J.2 Tests at higher stagnation enthalpies - Hs = 8 MJ/kg

J.2.1 Inlet & combustor pressure measurements

Figure J.3 shows the experimental pressure measurements taken on the bodyside of
the REST inlet and combustor. The pressure measurements for the 4.8 MJ/kg tests are
also shown in the same plot.

In the inlet, it can be observed that the shock impinges further upstream than in
the tests conducted at Hs = 4.8 MJ/kg. Because the freestream Mach number for the
8 MJ/kg tests is slightly lower than that for the 4.8 MJ/kg tests, and because a lower
Mach number produces a shock at a steeper angle, the cowl shock impinges further
upstream in the inlet for the 8 MJ/kg tests than for the 4.8 MJ/kg tests.

In the combustor, the fuel-into-N2 test shows slightly higher pressure coefficients
in the combustor than the fuel-off tests, due to the fuel mass addition. For the fuel-on
tests, the ignition location of the fuel-air mixture cannot be deduced from the mea-
surements. However, pressure rises above the level for the fuel-into-N2 test upstream
of the first pressure transducer, like in the 4.8 MJ/kg tests. Despite the slightly higher
fuel equivalence ratio for the 8 MJ/kg test, the combustion-induced pressure rise is sig-
nificantly lower in the 8 MJ/kg tests than in the 4.8 MJ/kg tests. This occurs because
the freestream static temperature in the 8 MJ/kg tests, which is higher than those in the
4.8 MJ/kg tests, limits the amount of heat that is being transferred from the combustion
process to the boundary layer (Kirchhartz, 2010; Suraweera, 2006).

J.2.2 Combustor drag measurements

Figure J.4 shows the experimental and theoretical values for skin friction drag coef-
ficient for the 8 MJ/kg tests. Also shown are the drag coefficients for the 4.8 MJ/kg
tests.
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Figure J.3: Pressure coefficients in the inlet and combustor for Hs = 8 MJ/kg condition.

For the fuel-off test, the measured drag coefficient is overpredicted by the Spalding
& Chi theory by 15% and by the van Driest II theory by 51%. Because the capabilities of
the van Driest II theory is expected to be lower with decreasing Tw/Taw values (Brad-
shaw, 1977) and because the value of Tw/Taw at the 8 MJ/kg condition is 38% lower
than those at the 3.7 MJ/kg and 4.8 MJ/kg conditions, a poorer estimation of the drag
coefficient by the van Driest II theory for this condition is expected. Note that since a
lower Reynolds number results in a higher drag coefficient for fully turbulent bound-
ary layers and since the unit Reynolds number for the 8 MJ/kg test is lower than that
for the 4.8 MJ/kg test, the drag coefficient measured in the 8 MJ/kg test is higher than
that measured in the 4.8 MJ/kg test.

For the fuel-into-N2 test, the measured drag coefficient is lower than that of the
fuel-off test by 12%. The level of drag reduction inferred from a comparison of the
measured drag coefficient with that predicted by the Spalding & Chi theory is 34%.
This is similar to the 35% drag reduction predicted using Stalker’s film-cooling theory.

For the fuel-on test, the measured drag coefficient is 28% lower than that measured
in the fuel-off test. Note that the level of drag reduction is about the same as that
for the 4.8 MJ/kg tests. With a limited amount of heat release from combustion for
the 8 MJ/kg tests, the level of drag reduction is expected to be lower than that for the
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Figure J.4: Comparison of experimentally measured combustor drag coefficients for tests at
the Hs = 8 MJ/kg condition condition with those predicted using skin friction theories and
with those for tests at the Hs = 4.8 MJ/kg condition.

4.8 MJ/kg tests. A possible explanation for this is that the higher equivalence ratios
and the earlier ignition of the fuel for the 8 MJ/kg tests are compensating for the lower
levels of drag reduction obtained. In comparison with the 54% drag reduction inferred
from a comparison of the measured drag coefficient with that predicted by the Spald-
ing & Chi theory, the 52% drag reduction that is predicted using Stalker’s boundary
layer combustion theory is quite similar.

The results, together with those from Section J.2, demonstrate that the flow distur-
bances generated by the change of stagnation enthalpy of the flow between 3.7 and
8 MJ/kg does not significantly affect the drag reduction capabilities of the boundary
layer combustion technique.

J.3 Tests at higher Mach numbers

J.3.1 Inlet & combustor pressure measurements

Figure J.5 shows the experimental pressure measurements taken on the bodyside of
the REST inlet and combustor for the tests conducted at a Mach number of 7.4 and a
stagnation enthalpy of 4.8 MJ/kg. The pressure measurements for tests conducted at
the same stagnation enthalpy but lower Mach number are also shown in the plot.
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In the inlet, it can be observed that the shock impinges further downstream on the
bodyside surface for the tests conducted at a Mach number of 7.4. This is expected,
since a higher Mach number produces a shock at a shallower angle. In the combustor,
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Figure J.5: Pressure coefficients in the inlet and combustor for Hs = 4.8 MJ/kg M = 7.4 condi-
tion.

the pressure levels at 0.22 m and 0.32 m from the fuel injection plane for the fuel-into-
N2 tests are higher than those for the fuel-off tests. These locations coincide with the
shock impingement locations, hence suggesting that the boundary layer separates at
these locations when fuel is injected. When fuel is injected at an equivalence ratio of
2.13 and allowed to burn, ignition occurs at about 0.25 m from the leading edge of the
combustor. However, for an equivalence ratio of 1.25, the ignition location shifts down-
stream by more than 0.1 m. The ignition of the fuel-air mixture occurs about 0.15 m
earlier for the tests conducted at lower Mach numbers with an equivalence ratio of 1.
It is postulated that the later ignition of the fuel-air mixture for the tests conducted at a
higher Mach number is brought about by the lower freestream temperatures entering
the inlet and combustor.

J.3.2 Combustor drag measurements

Figure J.4 shows the experimental and theoretical values for skin friction drag coef-
ficient for the tests conducted at a Mach number of 7.4 and a stagnation enthalpy of
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4.8 MJ/kg. Also shown are the drag coefficients for tests conducted at the same stag-
nation enthalpy but lower Mach number.
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Figure J.6: Comparison of experimentally measured combustor drag coefficients for tests at the
M = 7.4 condition condition with those predicted using skin friction theories and with those
for tests at the M = 6.2 condition.

For the fuel-off test, the measured drag coefficient is overpredicted by the Spald-
ing & Chi theory by 6% and by the van Driest II theory by 35%. Note also that the
drag coefficient measured for the Mach 7.4 test is higher than that for the Mach 6.2 test.
The flow through the inlet and combustor for the Mach 7.4 test develops differently in
comparison with that for the Mach 6.2 test, which in turn causes a difference in the flow
properties in the combustor. It is postulated that the difference in the flow properties
causes the difference in the drag coefficients observed in the Mach 7.4 and Mach 6.2
tests.

For the fuel-into-N2 test, the measured drag coefficient is lower than that of the
fuel-off test by 23% when fuel is injected at an equivalence ratio of 2.3.

For the fuel-on test, the measured drag coefficient is 15% lower than that measured
in the fuel-off test for an equivalence ratio of 1.25 and by 38% for an equivalence ratio
of 2.13. For an equivalence ratio of about 1, the levels of drag reduction observed in the
Mach 7.4 tests are much lower than the 28% reduction observed in the Mach 6.2 tests.
This is attributed to the later ignition of the fuel-air mixture for the Mach 7.4 tests than
for the Mach 6.2 tests.


