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Abstract

In the past decade there has been a resurgence of interagtfied, hypervelocity flows.

This interest can be chiefly attributed to the increasingaiseerobraking maneuvers to
save fuel on interplanetary missions [57]. The computaititool of choice to simulate the
rarefied hypervelocity flows encountered by spacecrafhdutiese maneuvers is the Di-
rect Simulation Monte Carlo method (DSMC) [10]. In some saseich as the Magellan
probe’s flight through the upper atmosphere of Venus, DSMEphaduced anomalous re-
sults , which implies that experimental validation of DSM& hypervelocity conditions

should be undertaken.

Unfortunately, present experimental facilities that proel rarefied gas flows are not
capable of generating flow speeds of the order of 10 km/s tieatemuired to simulate
the conditions encountered during an aerobraking manewee possible method for
generating rarefied hypervelocity flows is to modify an exgpam tube [55]. A series of
low density experiments have been carried out by Chiu [49%&X1 expansion tube at

the University of Queensland (UQ).

The purpose of this thesis was to assess whether a usetfiethtest flow with a
flow speed of the order of 10 km/s could be generated in X1. Aonggal was to develop
a CFD model of X1 that produces results that are in agreeméhttiae experimental
data of Chiu [49]. Once the accuracy of the CFD model had be&bkshed, more de-
tailed information could be extracted from the simulatiesults than was available from
the experimental data. Most importantly, it was possiblesiablish the variation of flow
parameters across the proposed test flow, which determimether or not the flow is suit-
able for experiments. As the flow through the majority of taeilfty is in the continuum
regime, a compressible Navier-Stokes solver was used tolaienthe flow. To deter-
mine the minimum model complexity required to accurateiyidate the experimental

conditions, viscous effects, chemisty modelling and raeal diaphragm dynamics were



Vi

progressively added to the computational model until tealte were in reasonable agree-
ment with the experimental data. Finite-rate chemistry etloty was implemented in a
one-dimensional Lagrangian CFD code to enable the comlaffedts of non-ideal di-

aphragm dynamics and nonequilibrium chemistry to be erplor

At the low speed end of UQ’s collection of impulse-flow faids, is a small reflected-
shock tunnel [7, 19]. The possibility of generating rarefied in the small shock tunnel
(SST) is also explored in this thesis. While hyperveloasting cannot be carried out in
the SST because of its limited stagnation temperature llistili produce a high Mach
number rarefied flow. Essentially, the SST will provide a meaeting reference flow for
computational and experimental techniques to be applidtetow in X1. Unlike X1 the
SST does not have a free piston driver nor as many stages pf@asssing so simulation
techniques can be assessed at low densities without as mafguading influences. To
assess whether a useful rarefied test flow can be generatee 8BS, a computational
study of the effects of low densities on the performance efftttility has been carried
out. Key results include the effect of backpressure and kagrsation pressures on the
nozzle starting process and the performance of the SSTtewmd and conical nozzles.
The outcome of this study was a recommended configuratiotih&facility and a set of

operating conditions that are predicted to produce a useitdfied test flow.
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CHAPTER 1

Introduction

1.1 Practical Applications of Rarefied Hypervelocity Flows

In the past decade there has been a resurgence of interastfied, hypervelocity flows.

This interest can be chiefly attributed to two factors; thereasing use of aerobraking
maneuvers to save fuel on interplanetary missions [57],thadact that a greater un-
derstanding of rarefied hypervelocity flows is required torojse the design of re-entry

vehicles [29].

During an aerobraking maneuver a spacecraft flies throughupper atmosphere of
a planet to decrease its angular momentum and hence altabits Aerobraking was
pioneered by the Magellan probe in the upper atmospheremis/and has since been
used on the Mars Pathfinder and Mars Global Surveyor missi@rebraking maneuvers
were also planned for the failed Mars Climate Orbiter missaod, in the near future,
aerobraking will be used to circularise the orbit of the M&rgveyor 2001 spacecraft

when it arrives at Mars.

As the Magellan probe flew through the upper atmosphere ofi3/@s flight speed
was 9 km/s and the flow over the satellite was in the transatioggime between contin-
uum and free-molecular flow. In this regime, the classicaiagigns of continuum fluid
dynamics no longer hold and computations based on thesengiveurate estimates of lift
and drag. The tool of choice to simulate the flow becomes thecDSimulation Monte
Carlo method (DSMC) [10] where the motions and collisionsh&f gas molecules are
simulated on a computer. However, during the last phase afelfan’s historic flight,
the thruster firing sequence required to maintain the stybil the satellite indicated that

the aerodynamic forces on the spacecraft differed from #teeg predicted by DSMC
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(personal communication, D. F. Rault to M. N. Macrossan).view of these anoma-
lous results, an improved understanding of the aerodyrsaafibigh-speed, rarefied flow

encountered during aerobraking maneuvers is required [87]

To optimise the design of reusable space transportatioicieshaccurate predictions
of the surface heating, temperature, and flow field quastdiging re-entry are required
so that the weight of the thermal protection system can bemmsed to increase the
payload capacity. Obtaining accurate predictions by cdatmnal fluid dynamics (CFD)
methods requires accurate modelling of the flow field chemigas-surface interaction,
body and shock slip, as well as the thermochemical natuteedfaw field [28]. Due to the
extreme conditions encountered during re-entry, and thecéeted modelling difficulties,
it becomes essential to calibrate the CFD codes used agapestimental data for a wide
range of flow conditions [29]. While some codes have provebdamccurate for the
flows that can be obtained in present ground based testigilcalibration for the high
energy, rarefied hypervelocity flows encountered duringriey has only been possible
using relatively scarce flight data. Gupta, Moss and Pri€& ¢@mpared results from
DSMC and a number of continuum CFD codes with the flight dadenfthe Japanese
Orbital Re-entry Experiment (OREX) vehicle. While the flighata agreed quite well
with the DSMC predictions for altitudes greater than 84 kineré were still significant

discrepancies at altitudes of around 95 km (see Sectioro2dre detail).

1.2 The Role of DSMC and the Need for Calibration

In general there is a lack of experimental data on the aewdigs of rarefied gases in
comparison with other areas of fluid dynamics and DSMC hasnasd the role of sur-
rogate for experiments [59]. Molecular collision modelsdénaeen developed for DSMC
that can involve exchange of energy between translationgtional, vibrational and
electronic energy modes, but the assumption of being nedlitggum conditions is often
incorporated into the derivation of these models [10]. Aeaiing maneuvers and re-
entry present extreme conditions where collision modetshEaexpected to be severely
tested, it is very important that the accuracy of DSMC be ssesin these conditions. To
emphasize the importance of having accurate collision mspéggure 1.1 shows the ef-

fect of surface collision parameters known as accommoalabefficients on heat transfer
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to a sharp cone with a 45%alf angle [48]. A comparison is made between experimen-
tally measured and computed heat transfer values for v@Kamudsen number, which is

a measure of the degree of rarefaction of the flow. DSMC re$nitseveral different val-
ues of the normal and tangential accommodation coefficieptanda; respectively) are
shown. Examination of Figure 1.1 reveals that there arafgignt discrepancies between
the measured and computed values and that inaccuracy indbmenodation coefficients

produces large errors in the predicted heat transfer.
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Figure 1.1: Sharp cone heat transfer values from reference [48] for adfdvelium with a stag-
nation temperature of 293 K.

Note that although the flow conditions in Lord’s experimewere hypersonic (at
around 1.5km/s), they are still well below the “hypervetgticonditions encountered
during an aerobraking maneuver or re-entry, which are tineem of this thesis. How-
ever, from Lord’s results, it can be extrapolated that ifesémates of collision parame-
ters such as accommodation coefficients are inaccurate/partelocity flow, then there
is little hope of correctly predicting the aerodynamic @weristics of a spacecraft using
DSMC. To remedy this situation an experimental validatibD8MC for hypervelocity
conditions should be undertaken. This thesis will take p stevards the provision of

rarefied hypervelocity flow in a wind tunnel test facility.
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1.3 Developing Rarefied Hypervelocity Facilities

A review of the capabilities of both past and present hypgcsow density wind tunnels

is presented in Section 2.1. Unfortunately, present erpartal facilities that produce
rarefied gas flows (such as the DLRBngen continuous operation Hypersonic Vacuum
Wind Tunnel [21] and the SR3 low density facility [1]) are ited to stagnation tempera-
tures of around 2500 K and hence test speeds of under 2.5Kmls, they are incapable
of producing the hypervelocity conditions required to aseSMC as desired. A flow
speed of the order of 10 km/s is required to simulate the ¢immdi encountered during

an aerobraking maneuver.

One possible method for generating rarefied hypervelootydlis to modify an ex-
pansion tube [55]. In 1998 there was a pilot study into theettgyment of a rarefied
hypervelocity test facility using the X1 expansion tubels University of Queensland
[87]. In the pilot study rarefied flow was generated by opagathe tube at low densities
and then expanding the flow into the dump tank via a conicatlea#tached to the exit of
the tube. This generated a flow of argon in the transitiorgihme at 8.8 km/s with a test
flow duration of 6Qus. A 50 mm diameter central core flow was produced with a Pitot
pressure variation of 30%. Unfortunately these spanwisati@ns make the flow un-
suitable for most experiments where a nominally uniformedtow is required. Another
problem identified in the pilot study was the unacceptalbiydaamount of time-variation
in the experimental data. In addition to this there were tbtmbe significant differ-
ences between the experimental data and the results fronDasi@tulation, pointing to

inadequacies in the simulation technique (This will betfartdiscussed in Chapter 5).

To continue the study into developing a rarefied hypervejdest facility, a new se-
ries of experiments has been conducted by Chiu [49] usingeajét to expand a flow of
nitrogen into the dump tank. The results of these experisn@ae Chapter 5) consist of
Pitot pressure histories at discrete locations througti@utdump tank and static pressure
histories at several points along the expansion tube frorotwdhock speeds can be calcu-
lated. While this data is extremely useful, a great deal nrmdoemation on the flow field
is required before meaningful testing can be carried ouhénfacility. This information

could be obtained from an accurate CFD model of the flow thindabg facility.

A major goal of this thesis is to develop a CFD model of X1 thatdoces results
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that are in agreement with the experimental data of Chiu.[49hce the accuracy of
the CFD model has been established, more detailed infasmatn be extracted from
the simulation data than is available from the experimesditéd. Most importantly, it is
possible to establish the variation of flow parameters adtws proposed test flow which
determines whether or not the flow is suitable for experimerthe divergence of the
core flow can also be determined along with the degree ofaetieh of the flow. The
final CFD model can also be used to predict the performancelatXlifferent operating
conditions. This would enable the establishment of a temtaange of rarefied flows that

can be produced in X1.

At the low speed end of the University of Queensland’s ctitbecof impulse-flow
facilities is a small reflected-shock tunnel [7, 19]. The gbsity of generating rarefied
flow in the small shock tunnel (SST) is also explored in thisste. The flow generated
in the SST is non-reacting due to the moderate stagnatiopeature of around 2000 K.
This is well below the temperature at which a significant lefenitrogen dissociation
occurs. As a result of the moderate stagnation temperatueetest flow speed in the
SST is limited to about 2 km/s. While hypervelocity testiraoot be carried out in the
SST, it will still produce a high Mach number rarefied flow. &sally, the SST will
provide a non-reacting reference flow for computational exgkerimental techniques to
be applied to the flow in X1. Unlike X1 the SST does not have a fiiston driver nor as
many stages of gas processing so simulation techniquesecassessed at low densities
without as many confounding influences. The lack of chemiEattions and a free piston
driver in the SST lead to a situation where the flow througHalegity is inherently much
“cleaner” than that through X1. This allows the performan€énstrumentation at low
densities to be evaluated in the absence of high levels of floise. Inadequacies in
the instrumentation can then be more easily identified aseramd drift in the measured
signals will be primarily due to the instrumentation itseMiso, producing rarefied flow
in the SST is beneficial simply because it expands the ranggp®rimental testing that

can be carried out at the University of Queensland.
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1.4 Outline of Thesis

The primary objective of this thesis was to develop accurateputational models of the

flow in hypersonic impulse facilities when operated at ctiods designed to produce a

rarefied test flow. The major contributions that were madenis/thesis are as follows:

¢ It was established what degree of rarefaction must be pestiincan impulse facil-

ity for non-continuum effects to be observed on a suitabldehplaced in the test

flow;

Experiments were defined that could be carried out in the isepiacilities at UQ
where the effects of rarefaction are important, allowing skirface interaction pa-

rameters used in DSMC to be tested:;

The details of the flow in the SST when operated at pressuresdan of magnitude

lower than normal were studied;

It was established why previous attempts to produce raréibedin the SST have
failed and a set of operating conditions that produce a ukafudensity test flow

were devised;

The computational modelling of the X1 expansion tube waestigated and it was
established what aspects of the flow processes need to bdledoeproduce reli-

able estimates of the real conditions;

These techniques were applied to flow in the real facilityhidotvalidate the meth-

ods and to provide detailed flow field information for expezimtalists;

Finite-rate chemistry modelling was implemented in a omeethsional Lagrangian

CFD code;

The research behind these contributions is described il detthe remainder of this

thesis. To guide the reader, a breakdown of the purpose artdrnts of the following

chapters is provided below.

Chapter 2 In the first section of this chapter, a review of the capabsitof past and

contemporary low-density hypersonic wind tunnels is pmesg The purposes of

this review are to survey the techniques by which rarefiecersgnic flows have
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been produced, and to assess whether existing faciliteesagyable of producing
test flows that simulate the conditions encountered dumrggaobraking maneuver.
In the second section, a number of parameters that quainéifyegree of rarefaction
of a flow are discussed, and a target value is set for the deftest flow rarefaction
in the SST. The next section is comprised of a brief overviethe computational
techniques used to simulate rarefied hypersonic flows aralyfisome rarefaction
effects on the surface parameters of two model types aremiexs The purpose is

to aid in designing suitable experiments to be conducteldanrmpulse facilities at

uQ.

Chapter 3 The possibility of generating rarefied flow in the Small Shdcknel is ex-
plored in this chapter. First, a description of the SST isented, where the flow
processes that generate the test flow for normal densityatperare discussed in
some detail. Following this, analytical calculations oé till conditions required
to produce the target level of test flow rarefaction are preesk Numerical simu-
lations were used to assess whether these fill conditiordupeoa useful rarefied
test flow when either a contoured nozzle or a conical nozziesislled. Further
simulations were used to refine the fill conditions and inges¢ the flow processes
that occur in the facility during low-density operation.éltietails and results of the
numerical models are presented in this chapter. The chemtefudes with recom-
mendations of the configuration and fill conditions that dtidae¢ used to produce
a rarefied test flow in the SST, and a useful experiment thdtdmuicarried out in

the new flow conditions.

Chapter 4 The purpose of this chapter is to present the details of thexansion tube
and the low-density experiments of Chiu [49] that were usethé development
and validation of an accurate CFD model of the flow through Xihich is dis-
cussed in full detail in Chapter 5. The chapter begins witlescdption of the X1
expansion tube, where the flow processes that generatesttiloteare discussed in
some detail. The operating conditions used during Chiudysare then presented.
Following this, the instrumentation used during low-déneperation is described,
and samples of the recorded data are presented. Finalinitees used to interpret

the experimental data are discussed.
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Chapter 5 In this chapter, a series of computational approaches a&septed, which
have been applied to simulate the flow through X1 during l@nsity operation.
The aim of these simulations was to produce a CFD model of tetfirough X1
that reproduces the experimental data described in Chdpt&he chapter starts
with a discussion of some details associated with modeXihgncluding the CFD
code that was used. Also included in the first section areutaions of the inflow
conditions for the initial simulations, a brief investigat of some unusual features
in the experimental data, and the computational grid defmit In the next two
sections, results of the initial simulations of the flow tingh X1's acceleration tube
and dump tank are presented. The initial simulations wardauthe two extremes
of flow chemistry; equilibrium and frozen flow. The resultstbé simulations are
compared with experimental data and the flow processesftbat the test flow are
discussed. Following this, non-ideal rupture dynamicstseussed. Two models
for non-ideal diaphragm rupture are presented and thesctsffon the flow field
are compared for both equilibrium and finite rate flow chemisThis was made
possible by the finite-rate chemistry modelling implemdnitethe Lagrangian CFD
code, L1D, as part of this thesis (see Appendix A). The vlidli assuming that the
flow chemistry was either in equilibrium or frozen could als®determined from
results presented in this section. One of the non-idealhdggpn rupture models
was then incorporated into the full two-dimensional modehe acceleration tube
and dump tank. The results obtained from running this mowetize topic of the
next section. The chapter concludes with a discussion ofloleprocesses that
need to be computationally modelled in order to producealnégi estimates of the

real conditions in the facility.

Chapter 6 The final chapter of this thesis contains a summary of thelteesbtained
throughout the course of this thesis, and the conclusiatswére drawn from them.
Recommendations are made regarding: how the SST shouldebateg; what flow
processes must be modelled to successfully simulate tharflompulse facilities;
and what further computational and experimental work sthbalundertaken on the

topic of this thesis.



CHAPTER 2

Literature Review

This chapter is divided into four sections. In the first sactia review of the capabilities of

past and contemporary low-density hypersonic wind tunisgisesented. The purposes
of this review are (1) to assess whether existing facilitiess capable of producing test
flows that simulate the conditions encountered during aokeaking maneuver, and (2)

to survey the techniques by which rarefied hypersonic flows baen produced. Some of
these techniques may be applied to the production of raridedn the impulse facilities

at the University of Queensland (UQ).

In the second section, the parameters that measure theeddgarefaction of a flow
are discussed. A target value is set for the degree of rdi@facf the test flow in the
Small Shock Tunnel (SST). The third section is comprised bfiaf overview of the
computational techniques used to simulate rarefied hyperdows. This was included
to clarify some of the results presented in the fourth sactio which some effects of
rarefaction on measurable quantities are reviewed. Raiefeeffects on the surface pa-
rameters measured on both flat plates with sharp leadingeaigkblunt bodies in rarefied
hypersonic flows are presented. The purpose is to aid in miegiguitable experiments

to be conducted in the impulse facilities at UQ.
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2.1 Low-Density Hypersonic Wind Tunnels

By the early 1960s the low-density wind tunnel had becomenagportant laboratory
device for investigating the behavior of high speed, lowsikgngas flows. The initial
design, development, construction and instrumentatioth®flow density wind tunnel
began in 1946 at the NACA Ames Laboratory (Ames) and the Unityeof California
(UC), Berkeley [82]. These designs were later duplicatechodified by several other
research groups such as the University of Toronto Instiutéerophysics (UTIA), the
Armament Research and Development Establishment (ARDEQraHalstead, England,
Laboratoire Mediterraneen de Recherches ThermodynanfiqdBT) at Nice and the
University of Southern California (USC), Los Angeles.

Various aspects of the design and operation of these eanly twnnels were presented
by Stalder [79]. The facilities were designed to operatetinapusly, with the goal of
producing free-molecular test flows. The majority of thertels were driven by vacuum
pumps without any heating of the air supply. This limited th&t section Mach numbers
achievable in most of the facilities to values below 6 in ordeprevent air condensing in
the test section [79]. One effort to remedy this was made eyAties group. The Ames
low-density wind tunnel had two test sections. One with aheated air supply and
one using air heated in a zirconia pebble-bed heater. Thaledled heater was capable
of producing air stream stagnation temperatures of up t@ B50vhich corresponds to

conditions obtained at a flight Mach number of 7 [79].

The static pressures in the test sections of these fasitdieged from below 0.001 torr
in the LMRT tunnel to 0.1 torr in the Ames tunnel. Nozzles weesigned to produce exit
Mach numbers ranging between 2.0 and 8.0 for the noted tessires [82]. To achieve
Mach numbers higher than this and with a test section statnpérature high enough
to prevent liguefaction, the stagnation temperature ofgdeehad to be significantly in-

creased above the levels that could be achieved in theti@githentioned thus far.

Despite the fact that the early continuous operation tiewele capable of producing
test flows with Mach numbers up to 8.0, in 1960 Wittliff and ¥dh [89] noted that
experimental low density data were relatively rare for Maambers greater than 6. It was
felt that the shock tunnel could be a useful tool for obtagrikata in this flow regime, so

a program of low density studies was undertaken at CornethAautical Laboratory, Inc.
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(CAL), utilizing the 11 by 15-inch hypersonic shock tunnihpulsive facilities such as

shock tunnels are particularly useful for producing higeespflow as the high stagnation
temperatures required to prevent liquefaction can be aetfliithout the expensive gas
heating systems and wall cooling systems that would be redjin a facility that operates

continuously [85]. The name of the 11 by 15-inch hypersohuck tunnel describes the
size of its test section. The tunnel consisted of a high presdriver, a driven tube and a
three stage hypersonic nozzle. The nozzle consisted ofeergent-divergent first stage,
a flow turning section, and a straight walled divergent n@zZlhe convergent portion of
the first stage had an area ratio of 19:1, which is sufficiergflect the incident shock and
hence nearly stagnate the gas behind the reflected shockomtaired divergent section
of the first stage then expanded the gas to produce uniformatiapproximately Mach 4.

The flow turning section of the nozzle served to remove diagmr particles from the air

stream. The third stage was a straight walled nozzle witH antfuded angle that further

expanded the flow before it entered the test section. Thestuves operated at tailored
conditions using air as the test gas with either a helium drdyen driver. As this thesis
is concerned with modelling hypervelocity facilities, grthe operating conditions that
produce the highest velocities will be discussed here. k@1 by 15-inch shock tunnel,
the highest velocities were achieved using an ambient teatyre hydrogen driver. The
range of flow conditions that Wittliff and Wilson [89] proded using such a driver are

listed in Table 2.1.

The author believes this shock tunnel was the first rarefipespnic impulse facility.
To allow the performance of this facility to be compared sositiccessors, the parameters
that best characterise the performance of rarefied hypertanlities must be identified.
As the focus of this thesis is on hypervelocity facilitidse flow speed is clearly a param-
eter that must be identified for each previous facility tabksh whether or not rarefied
hypervelocity flow has already been generated in a grouneido@eility. The degree of
rarefaction of the flow can be universally characteriseceyftee-stream mean free path.
This is preferred as it depends only on the flow conditiongg®eed to parameters such
as the Knudsen number that are dependent on the charactecedte of the models tested
in the facilities. The stagnation temperature of the test flbalso important because it
determines whether high temperature effects such as fetikechemistry and radiative

heating have been simulated.
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A program of experimental research into hypersonic low dgfilew fields was con-
tinued at CAL through the use of two larger impulse facisiti¢he 6-foot shock tunnel
and the 48-inch hypersonic shock tunnel [85, 84]. Low dgrfivs ranging from near
continuum to near free-molecular were produced in thegbtiias to investigate the va-
lidity of the rarefied flow theories available at the time, andbtain data to guide future
theoretical investigations. The CAL 6-foot and 48-inchahtunnels were both conven-
tional shock tunnels utilizing the tailored-interfacenmipal of operation. As with the 11
by 15-inch hypersonic shock tunnel, the names of the turpeslsin to the size of their
test sections. The 48-inch hypersonic shock tunnel was taspbduce the higher den-
sity, lower Mach number flows at CAL and consequently is of ledevance to this thesis
than the 6-foot tunnel and will not be discussed further h&he 6-foot shock tunnel was
designed to produce reservoir pressures of 2.5 to 200 MPeaegedvoir temperatures of
4000 to 8000 K. However the low density investigations of] [@&re made with a nomi-
nal reservoir temperature of 4000 K, and over a reservogsune range of 2.5 to 45 MPa.
The driver used was heated to 675 K and consisted of a mixfuveogarts of hydrogen
and one part of helium. Tailored operation was achieved Imgiging a shock with a
Mach number of around 6.25, which produced a reservoir teatpe of approximately
4000 K behind the reflected shock. This reservoir tempezatias selected to provide a
test section static temperature high enough to prevengfisgqtion and to ensure that the
thermochemical nonequilibrium effects in the nozzle wdwddsmall [85]. The range of
flow conditions generated in the 6-foot shock tunnel for the density studies of Vidal
and Wittliff are shown in Table 2.1. It was noted that for tlovést density tests (i.e.
Res, /L =14600m"1), the nozzle wall boundary layers become very large rexyiti
a usable inviscid core flow around 150 mm in diameter. For igbdr density tests a

uniform core flow with a diameter of over 900 mm was produced.

Around the same time as the low density experiments begai\bt & 24-inch di-
ameter shock tube was constructed at the AVCO-Everett Réséaboratory (AERL)
for chemical kinetics studies at conditions encounterethduhigh altitude hypersonic
flight [47]. To avoid the use of a large diaphragm, the shodtletis driven by a 127 mm
diameter high pressure section, which is coupled to ther.@iameter low pressure sec-
tion by a 1.2 m long transition section located immediatelydstream of the diaphragm.

Observations were made though a window located 13.7 m frenditiphragm. The high
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pressure driver gas for the shock tube was provided by théupte of combustion of a
hydrogen-nitrogen-oxygen mixture. After combustion thetare had a pressure of ap-
proximately 1.4 MPa, which was sulfficient to rupture the 2rb thick copper diaphragm
separating the high and low pressure sections. After thehdsgm ruptures, a shock
propagates into the low pressure section compressing aredeaating the sample gas
that initially fills the low pressure section. The test flone@nprised of the shock heated
sample gas between the shock and the contact surface betveesample and the driver
gas. This results in a test time defined by the distance betWieeshock and the contact
surface when the shock reaches the observation window. it driver gas composi-
tion and sample gas pressure were varied to produce shoeispetween 5 and 8 km/s.
An approximate range of test conditions that could be predue this facility using air as
the sample gas at 0.068 Pa and a varied initial compositidimeodirive mixture is shown
in Table 2.1. These conditions were calculated from thelskspeeds and fill pressures
presented in reference [47] by iteratively solving the RaekHugoniot equations for the

equilibrium conditions behind the shock.

At present, rarefied hypersonic wind tunnel testing is chiedirried out in six facil-
ities; the V1G and V2G Hypersonic Vacuum Wind Tunnels andMB& High Vacuum
Wwind Tunnel at the DLR @ttingen, Germany, the SR3 low density wind tunnel at the
Laboratoire d’Aerothermique, France, the Oxford Low Dgn¥Vind Tunnel at Oxford

University, England, and the LENS (CALSPAN) facility in tRESA.

The DLR Gdttingen continuous operation Hypersonic Vacuum Wind Blimrnith test
sections V1G and V2G simulates Mach and Reynolds numberghatdititudes from
70 to 120 km [21]. Different altitudes or gas densities areusated using conical noz-
zles and by varying the stagnation pressure. The gas canadbedn® 2600K to avoid
condensation and to perform heat transfer measurementsighaperation the constant
stagnation pressures are maintained by compressors almhhensities in the test sec-
tions are maintained by a vacuum pumping system. The Highwad/Vind Tunnel V3G
is especially suited for investigating satellite aerodyiws, studying gas surface interac-
tions, and for simulating flow processes in a high-vacuumrenment. It extends the
operating range of the facility towards higher altituded &wer densities using a sonic
orifice free jet expansion to produce the test flow. Free nubdedlow can be achieved

in V3G. The facility was originally built in 1965, then modifi in 1968 before being
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upgraded in 1992. The combined operating range of the tamnishown in Table 2.1.

The SR3 low density facility is a classical open-jet windrtahand is described in
detail in reference [1]. As with the wind tunnels at DLR, tHRSoperates continuously.
To produce hypersonic test flows a supply of compressedgeitrés heated to avoid the
risk of condensation then expanded through a conical nazde large vacuum chamber.
The chamber is continuously evacuated by one of two setsapfura pumps. The range

of hypersonic working conditions in SR3 is given in Table.2.1

Facility CAL 11 by 15" CAL® AVCO DLR SR3
po (kPa) min 353 2500 N/A 0.5 17.3
max 5890 45000 N/A 25000 12000
Ty (K) 3200 3230 ~14600 300 800
3700 4050 ~24600 2600 1300
Uso (M/S) 2740 ~2500 4660 ~730 ~1200
3050 ~2800 7633 ~2300 ~1600
M 8.4 13.5 3.5 6.0 6.8
10.3 24.0 4.3 25.0 21.1
Res /L (m™") 22100 14600 590 400 35500
134000 543000 1278 >5108 668000
Ao (Mm) 0.13 0.05 6.89 0.01 N/A
0.58 2.30 10.20 50.00 N/A
Dy (M) 0.28 by 0.38 1.82 0.61 0.25,0.4 2.0
(square) &1.3
tiest (14S) 3500 >300 50-30 continuous continuous

Table 2.1: Range of hypersonic low density conditions in the CAL 11 byirich hypersonic
shock tunnel using hydrogen driver gas [89], the CAL 6-fdmwick tunnel [85], the AVCO-Everett
Research Laboratories 24-inch shock tube using air ilyitl0.068 Pa (calculated from the shock
speeds and fill conditions provided) [47], the V1G, V2G andGWacuum Wind Tunnels at DLR
Gottingen [21] and the SR3 Low Density Wind Tunnel [13: indicates an approximate value

calculated by the author assuming a calorically perfect §H# indicates that the data was not
available.

The Oxford Low Density Wind Tunnel is a suck-down wind tunn&€he test gas is
drawn from the atmosphere by continuously evacuating thiéitfa hence its stagnation
pressure is nominally limited to 100 kPa [61], renderingnhitdapable of producing flow

with as high a Mach number as those in SR3.

Details on the LENS (CALSPAN) facility are not currently dable to the author so

its operation will not be reviewed here.

The range of flow conditions that can be experimentally peeduin the facilities

listed here is extensive, spanning the transition regirom fcontinuum to rarefied flow
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at Mach numbers of up to 25. However, of the facilities listeste, only the AVCO-
Everett 24-inch shock tube was capable of generating rdrhfipervelocity flow with a
free-stream velocity of the order of 10 km/s. Unfortunatéie fact that the test flow in
this facility was comprised of the gas immediately behinel phimary shock resulted in
the test flow having a static temperature of 4165-5230 K. Dubédse high static temper-
atures the Mach number of the test flow was limited to valuésd.5, well below the
levels needed to fully simulate the conditions encountdrethg aerobraking maneuvers.
The older facilities such as the CAL 6-foot shock tunnel weapable of producing rar-
efied flows with stagnation temperatures over 4000 K and fleedp of around 3.5 km/s.
Unfortunately, the stagnation temperatures of preseiiitias are limited to values be-
low 2600 K. This has resulted in a paucity of experimentahaat rarefied hypervelocity
flows [87].

One possible method for generating rarefied hypervelootydlis to modify an ex-
pansion tube [55]. In 1998 there was a pilot study into theettgyment of a rarefied
hypervelocity test facility using the X1 expansion tubeha tniversity of Queensland
[87]. In the pilot study rarefied flow was generated by opagathe tube at low densities
and then expanding the flow into the dump tank via a conicatlecattached to the exit
of the tube. This generated a flow of argon in the transitioegime at 8.8 km/s with
a test flow duration of 60s. A 50 mm diameter central core flow was produced with
Pitot pressure variation of 30%. Unfortunately these sps@wariations made the flow
unusable for most experiments where a nominally uniforne dlorv is required. Another
problem identified in the pilot study was the unacceptabiydaamount of time-variation
in the experimental data. In addition to this there were tbtm be significant differ-
ences between the experimental data and the results fronDasi@tulation, pointing to
inadequacies in the simulation technique. Chapter 5 exasrtlme issues involved in the

simulation of flows within the pilot facility.

To continue the study into producing rarefied hyperveldtoty in X1, a new series of
experiments has been conducted by Chiu [49] using a free gafdand a flow of Nitrogen

into the dump tank. The details of these experiments canlb@&if€hapter 4.
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2.2 Conditions for Rarefied Flow

Before entering into a detailed discussion of the pararsetsed to define the degree of
rarefaction of an expanding hypersonic flow, the more bagestion, “What is rarefied
flow?”, is worth exploring. Historically, the basic parametised to define the flow regime

has been the Knudsen number [32],

where \ is the mean-free path in a gas andis the reference flow scale. A flow is
considered to be in the continuum regime when its Knudsenbeurtends to zero. In
the continuum regime, the microscopic structure of the gashe disregarded; the flow
can be studied by considering only its macroscopic proggesuch as density, velocity
and temperature. When the Knudsen number of a flow tends totypfit is considered

to be in the free-molecular flow regime. In this regime, the dgnamics are governed
by molecular collisions with body surfaces. Intermolecwallisions do not need to be

considered.

A transitional regime exists between the continuum andfneécular flow regimes.
In this flow regime both gas-surface and intermoleculansiolhs play an important role.
In answer to the question posed at the beginning of thismect flow is considered
rarefied if it is in either the transitional or free-moleautagime (i.e. the microscopic
structure of the gas is important). Viscous effects andngtrinermal non-equilibrium
of the flow (a non-Maxwellian velocity distribution funch are important features of
rarefied hypersonic flows. In addition to this, thermal andnaltal relaxation lengths
become comparable to, or greater than, the reference lsegth of the flow, and the
difference between the translational, rotational andatibnal temperatures becomes a

determining factor in the gas dynamics [32]

It has been argued that the continuum description of an ekpgrilow is no longer
valid when a variable known as the breakdown paraméters greater than 0.04 [10].

The breakdown parameter is defined here as,

op (2.1)
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wherep is density andS is the speed ratia;/(2RT)%°. Physically, this parameter cor-
responds to the ratio of the mean time between moleculaisicolk, 7., and the time
taken for the flow to traverse a length scale based on the s@upe gradient of den-
sity, p~'|0p/0x|. In any region of an expanding flow where the breakdown pat@mie
greater than 0.04, it is probable that the Navier-Stokestsapus with no slip boundary

conditions will give an inaccurate description of the flow.

For flow over an object, the importance of rarefaction is¢atkd by the ratio of the
collision time, 7, to the characteristic flow time about the object. For an ahjéth a
characteristic size ab, the characteristic flow time is given dy/u, whereu is the char-
acteristic speed of the flow [50]. The resultant ratio is ¢¢m#he breakdown parameter
with the characteristic size of the object replacing thgthrscale based on macroscopic

flow gradients and can be expressed as,

Te NZS
= —KnS 2.2
D/u o N (2.2)
whereKn is the Knudsen numbek,/ D, which is the parameter most commonly used in
experimental studies to indicate the degree of flow rarigfactt is convenient to drop the
constant term, which is approximately unity, and define tfemakdown parameter based

on object size as,

A w
Pp=KnS =— . 2.3
D n D /—QRT ( )

The critical value ofP = 0.04 identified by Bird corresponds to only 25 collisions oc-
curring over the characteristic length scale. It is reabn# assume that a value of
Pp = 0.04 would indicate the onset of transitional regime flow when bject of char-
acteristic sizeD is placed in the flow [87]. The mean free path can be relatedstmsity

by,
I (2.4)

~ p/8RT/x’
Substituting this expression farinto equation 2.3 allow#’, to be expressed in terms of
more familiar gas dynamics parameters; the Mach nunmidegnd the Reynolds number,

Rep = puD/u, as
Ty M?
Pp = .
2R€D

(2.5)

As the objective of producing low density flow in the SST is tzserve non-continuum
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effects in the flow over models rather than in the undisturfb@a structure, the aim of
this work becomes to produce a flow in a small shock tunnel witlof the order of 0.04

for a suitable model.

A merged shock boundary layer would be expected to domihatédaw around any
model placed in the low-density test flow. A parameter derideectly from merged
shock-boundary layer theory, which has been frequentld tiseorrelate experimental

data (e.g. [85]), is Cheng’s rarefaction parameter [15],

P D
= —. 2.6
X= (2.6)
Here the subscripic denotes the freesteam value and,
JT S
Cr=—— 2.7
ILLOOT* ) ( )

wherey* is the viscosity evaluated at the characteristic tempegaft, which is given
by,
T, + T,

T = :
2

whereT} is the temperature behind the shock dpds the temperature of the model wall.

Cheng’s rarefaction parameter can also be expressed as,

ReD

® -1

hence it is related to the freestream breakdown paramethranslight modification to
account for the difference between freestream conditionstgpical conditions in the
merged shock-boundary layer [49]. For a Mach 7 nitrogen ftest in the SST, the
freestream temperature is around 180 K. The temperatuiadehbow shock in front
of a blunt model can be approximated by the total temperatfitbe flow, which is
around 1950K. Assuming the wall temperature of the model98K, a characteris-
tic temperature of 1123 K was calculated. At the charadterand freesteam temper-
atures, the viscosity of nitrogen from the Sutherland esgiom is 1.178410° Pa.s and
4.2825<107° Pa.s respectively. Substituting these values into thetoua.7, C* was
calculated to be 0.58. Comparing equations 2.3 and 2.8, @swlating forC* being of
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the order of unity, it can be seen that [49],

Pp~x

This indicates that the target value of the freestream lol@ak parameterP, = 0.04,

corresponds to Cheng’s rarefaction paramegehaving a value of 25.
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2.3 Simulation Techniques for Rarefied Hypersonic Flows

In the discussion of measurable rarefaction effects (ptegan Section 2.4), a number of
the computational techniques used to simulate rarefied tiog/mentioned. Developing a
rarefied hypervelocity test facility to experimentally @ss one such technique, the direct
simulation Monte Carlo method (DSMC), was one of the moiirat for this thesis. The
purpose of this section is to briefly describe the computalitechniques used to simulate
rarefied hypersonic flows. The extension of continuum tesnes to rarefied hypersonic

flows is discussed first, followed by an overview of DSMC.

2.3.1 Extending Continuum Techniques to Rarefied HypersogiFlows

Rarefaction effects are generally incorporated into ecantm simulation techniques through
alteration of the shock and surface boundary conditionp B their nature, continuum
approaches cannot accurately predict the variation of flayperties within a few mean
free paths of a surface, the gas in this region comprises ishatown as the Knudsen
layer. For continuum flow, the mean free path tends to zesulltiag in property changes
in the Knudsen layer being insignificant to the overall floviisTallows the accurate as-
sumption that the tangential velocity of fluid at the surfata body is zero, and that the
fluid temperature at the surface is equal to that of the bodis@& two assumptions are
commonly referred to as no-slip boundary conditions. Havefor Knudsen numbers
greater than 0.03 [4], the variation of tangential veloeityl temperature in the Knudsen
layer become significant to the overall flow. Surface boupdanditions simulating the
effects of the temperature jump and tangential velocityislthe Knudsen layer are based
on first order considerations derived from kinetic theor§][JAnalytical expressions for
the effective slip boundary conditions have been formdlégnumerous researchers in-
cluding Shidlovskiy [73], Cercignani and Tironi [13], andehridricks [31]. Chrusciel,
Lewis and Sugimura [18] presented expressions for the itiEamperature and tangen-
tial velocity jump that were used in continuum calculatiafigarefied hypersonic flow

over spherical nosetip. Their results are among thosewedén Section 2.4.

Just as with the inviscid shock layer of classical theorg, ¢bncept of a thin shock
layer may be applied to the viscous, heat conducting regaiwden the shock and the

surface of a blunt or non-slender body, provided the densiutgl in the layer is much
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higher than that in the freestream [16]. Viscous formulaiof the gas dynamic equa-
tions based on such thin shock-layer approximations aeerezf to as viscous shock layer
theory. Computational approaches based on viscous shgektlzeory are referred to as
VSL simulations. VSL simulations were used extensivelyha literature surveyed in
Section 2.4. Two different boundary conditions may be agupht the shock; viscous
modified Rankine-Hugoniot relations and inviscid shocltiehs [16]. Due to its resem-
blance to body slip terms, the change in the shock boundargtiton when the viscous
modified Rankine-Hugoniot relations are used is often ddifhock slip”. The modi-
fied shock boundary condition includes corrections to timgeatial velocity and total
enthalpy. Cheng [16] noted that a shock capturing Naviek&d solution of the flow
field should provide the shock slips correctly, even whersthacture of the shock is not
physically correct on the basis of kinetic theory. Jain ardindurthy [41] went further
than this, stating that several investigations on the groldf rarefied hypersonic flow in
the stagnation region of a blunt body indicated that Na@iekes analysis may be valid

far beyond the limits imposed by theoretical consideration

2.3.2 The Direct Simulation Monte Carlo Method

The basic concepts of DSMC and its numerical procedure aeritbed in Bird’s mono-
graph [10]. An excellent review of recent advances in thehoets included in lvanov
and Gimelshein’s review of computational hypersonic racefiows [32]. In this section,

only a brief overview of DSMC is presented, which is chieflgaa from reference [58].

In DSMC, the real gas is modelled by thousands of simulatddecates in a computer.
The velocity components, internal states and positions@sd¢ molecules are stored by
the computer and are modified over time as the molecules c@mtly undergo represen-
tative intermolecular collisions and boundary interagsion the simulated physical space.
The core feature of DSMC is that the intermolecular colhsiare considered on a proba-
bilistic rather than a deterministic basis. All simulatsaare of an unsteady nature and the
time parameter in the simulations may be identified with pdajgime. When a steady
flow problem is to be solved, the solution is the asymptotictiof unsteady flow. DSMC
simulations are initiated from states that can be speciiadtsy, such as a vacuum or uni-
form equilibrium flow. As a consequence of this, initial estites of the flow field are not

required and the method does not involve any iterative phews. The simulated physical
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space is divided into a network of computational cells tolitate the selection potential
collision pairs and the sampling of macroscopic flow prapsrt While the method can
take advantage of any flow symmetries to reduce the size abiim@utational domain and
the number of position co-ordinates that need to be stoneddoh simulated molecule,
collisions are always treated as three-dimensional phenamBoundary conditions are
specified by a set of parameters that govern how each sirdutaiéecule interacts with
the boundary, rather than by a distribution function. Albgedures may be specified
in such a manner that the computational time is directly propnal to the number of

molecules included in the simulation [58].
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2.4 Measurable Effects of Flow Rarefaction

The objective of low-density testing in the small shock i(®ST) and the X1 expansion
tube would be to assess the accuracy of CFD predictions @mottinuum and DSMC)
of the flow about a model, in the presence of rarefaction &ffeto enable this, the flow
rarefaction must have a significant effect on a measuratdatgy such as heat transfer,
surface pressure, skin friction or drag. As the low-denfidw generated in the SST
will be near continuum (see Section 3.4), the effect of flovefaction on a parameter
is defined as the fractional departure from a continuum pteexdi of its value. This can
be determined by comparing the continuum prediction witheziexperimental data or
a DSMC prediction. For some conditions, the difference leetwva DSMC prediction of
a quantity and its continuum value could be due, in part, &zdaracies in the DSMC
simulation technique. If this is the case, it would still lsofable to conduct experiments
at conditions where this occurs to provide data that wouldraresolving inadequacies

in the simulation technique.

To aid in designing suitable experiments to conduct in thé &%l X1, a number of
measurable rarefaction effects that have been observied iitdrature are reviewed in the
following sections. The review focuses on the surface qtiesbbserved on two simple
model types (flat plates with sharp leading edges and axistniorblunt bodies) during
low-density hypersonic testing. In many of the studieseeed, multiple flow conditions
were used. Where this was the case, the results included rmeWew are those obtained
from the flow conditions closest to those expected in the 88Tattempt has been made
to convert the data to a common set of parameters. Some otdhegture reviewed did

not contain sufficient infomation for this to be attempted.

Data on other model types in rarefied hypersonic flow is aladae in the literature.
For example: Koshmarov [44] measured the overall heatfieats sharp cones in low-
density supersonic flow and compared the results to contirpredictions. The effect of
flow rarefaction on heat transfer to cylinders placed trars¥ to a hypersonic flow has
been studied by a number of authors [89, 85, 74]. Shimadag[gd|studied the effect of

flow rarefaction on the skin friction and pressure distridus about a transverse cylinder.
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2.4.1 Rarefied Hypersonic Flow about a Flat Plate

An early experimental study of hypersonic low-density floveoa flat plate was con-
ducted by Vidal and Wittliff [85] using the hypersonic shdaknels at CAL, which were
described in Section 2.1. The heat transfer and surfacsymeeslistributions along the
plate were experimentally measured for a broad range oftiiesam conditions. The heat
transfer data was presented in the non-dimensional fidinSt, whereSt is the Stanton

number, which is defined as,

q

St = :
poouoo(h[) - hw)

whereq is the heat flux and is enthalpy. This was plotted against the viscous intevacti

parameter,
X = M2 \/C/Re,,

whereC' is the Chapman-Rubesin constant that relates viscosignipérature and,

PooUood

Rex = )
Moo

where z is the streamwise distance from the leading edge of the.platee experi-
mental data were compared to the strong interaction thebi@heng [15]. For the
freestream conditionsi/,, = 13.5, Re,,/L = 82700 (L is the length of the plate) and
Ao = 0.254mm () is the mean free path), the experimenta} St values differ sig-
nificantly from strong interaction theory for > 40. In this region, which is close to
the leading edge, the experimental values are overestinbgtetrong interaction theory,
which predicts an exponential rise in heat transfer aecreases. For the less rarefied
freestream conditionsy/,, = 14.1, Re.,/L = 216,500 and\,, = 0.1 mm, the exper-
imental values diverge from strong interaction theory near 50. So the region of
non-continuum flow near the leading edge of a flat plate bes@maller as the degree of
flow rarefaction (measured here hy,) decreases. At the less rarefied condition, strong
interaction theory underpredicts the valueldf St at y = 50 by around 12.5%. Exper-
imental values op/p., were also plotted againgt and compared with the distribution
predicted by the strong interaction theory of Cheng [15]e Experimental values fell

below the predicted levels at all values pf with a greater deviation from continuum
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theory near the leading edge. The work of Vidal and WittB%] was continued by Vidal
and Bartz [84], who measuréd? St andp/p., distributions along flat plates at angles of

attack in hypersonic low-density flow.

Shimada [74] used a Navier-Stokes solver, with both slipramdlip boundary condi-
tions, and DSMC to predict the flow field over a flat plate #dg, = 7 and Rey, ranging
from 100 to 5000. Two different slip boundary conditions essed in the simulations,
one of which was derived in Simada’s paper [74]. Distribnsiof the pressure coefficient,
¢, the skin friction coefficient;;, and the Stanton number were plotted agajnBe,. /M,
which is inversely proportional to an estimate of the localiksen numbetsn,, based
on the laminar boundary layer thickness (see Section 2.difmussion on various rar-
efaction parameters). When plotted in this form, the prsfitem each computational
approach did not vary much for the different valuedief,. For all Re;,, the differences
in the profiles from four computational approaches becagmfaiant for\/Re, /M < 3.
For the case wherBe; = 5000, a value ofy/Re, /M of 3 corresponds to/L = 0.1. For
VRe,/M = 0.2 (z/L = 0.04 for Rey, = 5000), the differences between the DSMC and
Navier-Stokes (all boundary conditions) predictions:nfc, and St were around 16%,
10% and 20% respectively, with the Navier-Stokes predistioeing greater for all three
guantities. The effect of the slip boundary conditions waprevent the exponential in-
crease of the quantities close to the leading edge, howkegrredictions were still not

consistent with the DSMC results.

Up to date computational techniques and experimental date rought together by
Lengrand, Allegre, Chpoun and Raffin [46], who compared erpental St and surface
pressuref) distributions along a flat plate with predictions from DSM@d a Navier-
Stokes solver. The experiments were performed in the SR3density wind tunnel
described in Section 2.1 using a 0.1 m long flat plate with apsleading edge. Results

for the two test conditions listed in Table 2.2 were presgmtereference [46]. Both

Condition M, T,  1tUs A Rep
(K) (m/s) (mm)

1 20.2 13.6 1500 2.35 1131

2 20 13.6 1502 0.785 3351

Table 2.2: Test conditions from reference [46].

St andp were plotted against/\,,. Reproductions of these plots for the test condition
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with A, = 2.35mm are shown in Figure 2.1 with the DSMC predictions omitted f

clarity. From this plot it can be seen that the distributioh® diverge forz/\,, < 20

Wall Pressure Distribution Along a Sharp Flat Plate
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Figure 2.1: Experimental and computed distributions of Stanton nurf®8rand surface pressure
(p) along a flat plate in rarefied hypersonic flow from referert@.[

while the distributions of5¢ diverge forz /), < 30. Taking the non-continuum region
near the leading edge to endat\,, = 25, the corresponding value af Re,/M is
around 1.3. This is of the same order as the value where Shimft#] continuum
and DSMC results converge. For the second test conditiam Wit = 0.785 mm, the
experimental and Navier-Stokes distributionspadiverge forz/A\,, < 80, while there
are significant differences between the distributions'ofor all /)., considered. At

x = 25\, the Navier-Stokes prediction 6f is around 20% higher than the experimental
value. The experiments and simulations were repeated fat alfite at a 10Dangle of
attack. The non-continuum effects were found to be weakehennclined plate, with
the Navier-Stokes prediction of the heat transfer distrdoubeing slightly lower than the

experimental values along the entire plate.
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2.4.2 Rarefied Hypersonic Flow about a Blunt Body

An early experimental study of hypersonic low-density floveoa blunt body was con-
ducted by Vidal and Wittliff [85] using the hypersonic shdaknels at CAL, which were
described in Section 2.1. The models used in this study wesredphere cylinders with an
assortment of nose radii. Stagnation point heat transigttza heat transfer distribution
around the nose were experimentally measured for a broge ddrireestream conditions.
The stagnation point Stanton number was plotted against@hearefaction parameter,
x [15], which is discussed in Section 2.2. The experimentalesawere compared to the
theoretical predictions of Cheng [15]. Fgr= 10 and a nose radiugdi(y) of 6.35mm,
the measured stagnation point Stanton number was aroundoiwrthan the theoretical
prediction. The Stanton number distribution around thesivess non-dimensionalised by
the stagnation point Stanton number and compared to theetiesd distribution of Lees
[45]. Agreement between the two distributions was good eixae45 from the stagna-
tion point, where the theory was high by around 17%, and &t ®8ere the theoretical
distribution tended to zero but a value of around 0.75 wassored. It was also found that
the measured distribution did not change significantly agrestream Knudsen number,

Kn., was varied from 0.01 to 0.1.

Jain and Adimurthy [41] used a Navier-Stokes solver, witt afthout slip bound-
ary conditions, to simulate the flow in the stagnation regidm sphere in hypersonic
low-density flow. The values of the stagnation point heatgfer obtained from their
simulations were plotted againgtand compared with the experimental data of, amongst
others, Vidal and Wittliff [85]. The values predicted usithgg Navier-Stokes solver were
around 20% lower than the experimental values of refere@6gfpr y = 10. At this
value of y, there was no visible difference between the Navier-Stokdses predicted
with and without slip boundary conditions. It is interesfito note that while there was
a significant difference between the continuum predictiah the data of reference [85],
for which the stagnation temperature was around 2000 K (equbat in the SST), other
data from experiments with stagnation temperatures ofretA000 K were in agreement

to within +1% of the continuum prediction at= 10.

Comparative flow field calculations for rarefied hypersorowfbver a highly cooled

spherical nosetip were made by Chrusciel, Lewis and Sugirfi8] to isolate slip-flow
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effects at the body surface and the influence of a relativetktshock transition region,
which are the first departures from continuum theory thauoes the degree of flow
rarefaction is increased. Comparisons were made betwedmegom viscous shock-
layer (VSL) results incorporating various slip boundaryditions and results obtained
from a kinetic theory Monte-Carlo code described in refeeef86]. The simulations
were run withM, = 26, T,,/T», = 2 and /Ry = 0.24 and 0.75. From the results
of these simulations it was concluded that viscous effetthe shock transition region
significantly affect the entire flow field, and that the contim results without body slip
significantly underpredict the temperature and velocitfifgs near the surface over the
aft portion of the nosetip but considerably overpredicthbat transfer and skin friction.
For the case with .,/ Ry = 0.24, the stagnation point heat transfer predicted using VSL

with only “shock-slip” was 18% greater than the value frora Monte-Carlo simulation.

More recently, Moss, Cuda and Simmonds [58] have quantifiedeffects of rar-
efaction on hypersonic flow over a blunt cone with a hemisipph&nose by comparing
DSMC and VSL results for freestream Knudsen numbéfs{ = \../Ry), ranging
from a continuum value of 0.001 to a transitional value 068.1VSL simulations were
run both with and without slip boundary conditions. The bloone that was the subject
of the majority of the simulations had a nose radius of 0.08%hd a half angle of’%
For the results shown here, the flow speed was set to a reaaitgity of 7.5 km/s and
the wall temperature of the cone was taken to be 1000 K. Figixehows the predicted
variation of stagnation point Stanton number and drag eoefii with Knudsen number
from both DSMC and VSL simulations. From Figure 2.2 it can eersthatSt diverges
from the continuum prediction foKn.,, > 0.036. At Kn,, = 0.036 VSL overpredicts
the stagnation point heat transfer by approximately 17%th@mther hand, there is very
little difference between the continuum and DSMC preditsiof the drag coefficient at

Kne = 0.036, indicating that it is not as sensitive to flow rarefaction.

In 1997, Gupta, Moss and Price [29] presented results frorBlaahalysis of the re-
entry flow field around the forebody of the Japanese OrbitadiRey Experiment (OREX)
vehicle. This vehicle is a $Gpherically blunted cone with a nose radius of 1.35m and a
base diameter of 3.4 m. Calculations were performed for tREXtrajectory for an alti-
tude range of 105 to 48.4 km. A series of VSL calculations weaee with different non-

continuum effects (slip and thermal non-equilibrium) uad to assess their importance
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Stagnation Point Heat Transfer to a Blunted Cone
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Figure 2.2: Predicted variation of blunt cone stagnation point Stamtamber Gt) and drag co-
efficient ;) with Knudsen number from both DSMC and VSL simulations fnaference [58].

at different altitudes. It was found that at altitudes gee#ttan 84 km, both slip boundary
conditions and two-temperature thermochemical modelvege required to accurately
predict the heat transfer rates inferred from flight datae VBL predictions of stagnation
point heat flux were compared to flight data and DSMC resulés owich of the OREX
trajectory. At an altitude of 92.8 km, whefd,, = 26.96 and K'n., = 0.0086, the stag-
nation point heat flux inferred from the flight data was apprately 80 kW/ni, while a
value of around 95 kW/mwas calculated using DSMC and VSL with a two-temperature
model and slip boundary conditions. For the other VSL caltohs, a stagnation point
heat flux of around 120 kW/fmwas obtained at this altitude. These results emphasise
once again that continuum approaches significantly ovdigiréthe stagnation point heat
transfer to a blunt body in rarefied hypersonic flow, and atslicate some inaccuracies

in the DSMC calculations.
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CHAPTER 3

Producing Rarefied Flow in a Small

Reflected-Shock Tunnel

The University of Queensland’s collection of impulse-floacifities includes a small
reflected-shock tunnel [7, 19]. The flow generated in the S®labck Tunnel (SST)
IS non-reacting because the stagnation temperature igetind the moderate value of
2500 K, which also limits the test flow speed to around 2 km/shil&/hypervelocity
flows cannot be realised in the SST, it is still desirable terape the facility at rarefied
conditions in order to provide a high Mach number, non-tiegateference flow for com-
putational and experimental techniques to be applied tldtan the X1 expansion tube.
Unlike X1 (see Chapter 4 for details), the SST does not haveeagiston driver nor as
many stages of gas processing so simulation techniquesecassiessed at low densities
without as many confounding influences. The lack of chenmeattions and a free pis-
ton driver in the SST also allows the performance of instntakgon at low densities to
be evaluated in the absence of high levels of flow noise. Iitiaddo this, producing
rarefied flow in the SST is beneficial simply because it expdmelsange of experimental

testing that can be carried out at the University of Queeksla

The possibility of generating rarefied flow in the Small Shdckinel is explored in
this chapter. First, a description of the SST is presentéebrevthe flow processes that
generate the test flow for normal density operation are dssaiin some detail. Following
this, analytical calculations of the fill conditions recedrto produce the target level of test
flow rarefaction are presented. Numerical simulations weez to assess whether these
fill conditions produce a useful rarefied test flow when eitherontoured nozzle or a
conical nozzle is installed. Further simulations were usea@fine the fill conditions and

investigate the flow processes that occur in the facilityrdulow density operation. The
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details and results of the numerical models are presentduisrchapter. The chapter
concludes with a recommendation of the configuration andditiditions that should be
used to produce a rarefied test flow in the SST and an expertirerdould be conducted

in the new test flow conditions.
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3.1 The Small Shock Tunnel

The Small Shock Tunnel facility (SST) at the University of €gasland is a reflected
shock tunnel with a fixed-length high pressure driver [7,. 28] present it is primarily

used for laser optics and the investigation of problemsaatad with larger reflected
shock tunnels. It is a relatively low enthalpy facility, spgng up to a maximum enthalpy
of approximately 3 MJ/kg with a room-temperature heliunveri Total temperatures in
the nozzle supply region are limited to 2500 K resulting immial chemical and thermal

non-equilibrium effects, making analysis of the test floelatively simple.

The layout of the SST is illustrated in Figure 3.1. The turowaisists of a high pres-
sure cylinder that initially contains the driver gas, a loweessure cylinder referred to as
the shock tube in which the test gas is initially containedpazle, a test section, and a

dump tank. The driver and shock tube are separated by anralumdiaphragm known

Primary diaphragm Secondary diaphragm Test section
Driver Shock tube Nozzle Dump tank
3 i E 5 ]

E
:

0 1.0 2.0 metres
\ 1 1 1 1 l 1 1 1 1 l 11 1 1 l 1 1 1 1 J

Figure 3.1: Layout of the Small Shock Tunnel (Figure 5.1 from [19]).

as the “primary” diaphragm. This can be ruptured with theadid pneumatic piercing
mechanism contained within the driver tube. For normal digogeration the driver tube
is typically filled with bottled high pressure helium or migren to a maximum pressure of
6 MPa absolute, the shock tube is filled with test gas to a press the order of 20 kPa
absolute. When the primary diaphragm is ruptured, the highsure driver gas expands
into the shock tube and generates a shock wave which rapidhpiesses the low pres-
sure test gas. This shock wave, which is referred to as tmeapyi shock, propagates
along the length of the shock tube compressing and acaelgtae test gas. This process

is illustrated via the distance-time { ¢) wave diagram in Figure 3.2 along with the other
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processes that occur in the SST.

Time /

/ Steady test time
End of / ends here __//"
driver / -

W - Nozzle
COO\O%@/ starting
_ %&’&/O process
~
incigent Nominal test time

shock wove begins here
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Piercer Secondary diaphragm

%Pr'mory diaphragm Shock tube
\ Driver

Figure 3.2: Wave diagram of the shock and expansion processes thatqartiolel test flow in the
SST (Figure 5.2 from [19]).

Dump tank

Test section

The primary shock reflects off the nozzle contraction regvbere a cellophane or thin
plastic secondary diaphragm is placed. The shock reflestetthe secondary diaphragm
generates nominally stagnated high pressure and high tatmpegas. This high pressure
gas ruptures the secondary diaphragm and then expandglhttoel nozzle into the test
section and dump tank. For normal density operation thestegion and dump tank are
both evacuated to a pressure less than 400 Pa prior to camgladiest in the tunnel. The
beginning of test flow is signified by the termination of therle starting process and the
establishment of a steady expansion into the test sectitoen®zzle starting process will
be discussed in more detail after the flow processes that @agthin the shock tube have

been discussed.

While the test gas expands through the nozzle into the tegbsethe reflected shock
wave travels back up the shock tube and passes through énaoe between the driver
and test gas. If no further shocks or expansion waves areipeaddvhen the shock inter-
acts with the interface, conditions in the tunnel are salktttailored” [90]. Tailored con-

ditions are characterized by a steady nozzle supply presswt an interface that slowly
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moves towards the nozzle throat as the gas in the nozzleystggpbn flows through into

the test section (as illustrated in the top part of Figurg.3.2

In theory, the test time in a reflected shock tunnel operadingilored conditions is
limited by the propagation of expansion waves into the testisn provided the supply
of test gas has not been exhausted. Ignoring contaminataugs that limit the test time
emanate from the unsteady expansion of the driver gas ancteeted from the end
of the driver as can be seen from Figure 3.2. In practice, sedulitest time may have
terminated well before these theoretical limits. Variouglges have shown that complex
interactions between the boundary layer in the shock tuldlanreflected shock can re-
duce the ideal test time through contamination of the tessgay with driver gas [22, 80].
Bifurcation of the reflected shock into two oblique shock e&within the boundary layer
can cause driver gas to “jet” along the wall and subsequentiyaminate the nozzle sup-
ply region [80]. This is the reason why an ‘under-tailoreddae of operation is often
preferred. In this mode, the interaction of the reflectectktamd the contact surface gen-
erates expansion waves that propagate into the nozzleystggpbn. The nozzle supply
pressure subsequently decreases with time, however, thaeatsurface moves upstream
away from the nozzle thereby delaying the arrival of theelriyas and increasing the test
time. On the other hand, “over-tailored”, or “equilibriumterface”, operation produces a
series of reflected shock waves which result in an incregsiegsure in the nozzle supply

region, but a shorter test period before driver gas contatioin occurs.

A typical SST nozzle supply pressure history measured bgdrek [19] is shown in
Figure 3.3 for tailored conditions with helium driving anaigen test gas. The transducer
used to record the nozzle supply pressure history was ld@&8enm upstream of the
nozzle contraction. The time scale has been referencee tartival time of the primary

shock. Shortly after the initial shock passes the pressansducer, the reflected shock

passes in the opposite direction followed by a gradual aszen pressure to a maximum,
then a slow decay. Close inspection of the increase in preskie to the reflected shock
shows that the pressure increase is stepped. This stepgredse in pressure suggests
that the reflected shock is bifurcated into two oblique sheekes within the boundary
layer containing a separation bubble. The gradual increapeessure after the passage
of the bifurcated reflected shock is possibly a result of aigeeshock train set up by the

bifurcated reflected shock. This shock train would slowlgealerate the driver gas and
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Figure 3.3: Typical history of the nozzle supply pressure showing theggpal events: (a) arrival
of the incident shock; (b) reflected shock; (c) establishneérquilibrium pressure; (d) driver gas
contamination (Figure 5.3 from [19]).

cause the test gas pressure to increase. Eventually tmagdeadf the test gas through the

nozzle causes the pressure to decay.

The test gas drains through the nozzle throat and into trexgiwnt part of the noz-
zle once the initial shock has reflected off the end of the lshwloe and caused the light
secondary diaphragm to rupture. The initial flow of the tes through the nozzle forms
a series of unsteady shocks and expansions as it moves dewmolzle. This process,
known as nozzle starting, can significantly reduce the alokaltest time for pulse facil-
ities where the test time is of the same order as the nozatengtdime. A quantitative
understanding of the starting process can be gained fromxberimental and analytical
studies of Amann [2] and Smith [77] which were briefly sumrmead by Craddock [19]

whose summary is repeated in the following paragraph.

The rupture of the light secondary diaphragm causes a shdokm (labelled
[a] in Fig. 3.4), which travels down the nozzle acceleratimg low pressure
gas already in the nozzle. Upstream of the shock is a contdeice (labelled
[b]), which separates the test gas and the accelerated mmsatly in the

nozzle. The diverging walls of the nozzle slow the shock dolowever,
the test gas behind it is expanded to a high Mach number. Tifésehtial

causes an upstream-facing shock (labelled [c]) to be formieidh moves
upstream relative to the mean fluid velocity, but has a netndtrgam motion

due to the high fluid velocity. Between the upstream-facingck and the
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Figure 3.4: Quasi-one-dimensional representation of the nozzleimggptocess in both the phys-
ical and x-t plane [77]. Labelled features are: [a] primamgck; [b] contact surface; [c] upstream
facing shock; [d] upstream head of unsteady expansion;t¢eldy expansion (Figure 5.4 from

[19)).

steady expansion generated at the nozzle throat (labeledd an unsteady
expansion ([c] to [d]), which also has a net motion downstreath velocity
u — a. All of these waves eventually move out of the nozzle and inéotest
section after which time the test time begins. The time frompassage of
the initial shock through the test section to the arrivahef steady expansion
flow is largely a function of the nozzle geometry and Mach namif the
flow. Smith [77] noted that the starting time can be reducedfgiven Mach
number nozzle by increasing the nozzle expansion anglesahuting the size
of the throat. Relatively large initial pressures in thezieprior to the arrival
of the starting waves can also increase the nozzle stanigg however, this
only becomes a concern for high stagnation temperature f{low3500K)

[77, 26, 34] because the available test time is correspghdshort.

The time required to establish a steady expansion withindzele is also governed by

the attachment and stabilisation of the wall boundary lalyer long, high Mach number

nozzles, the boundary layer on the nozzle wall is typicayyvthick and can take an

appreciable amount of time to attach even after the staviigages have moved through

the nozzle [19]. Operating at low densities will make thislgem worse. A careful



38 Producing Rarefied Flow in a Small Reflected-Shock Tunnel

investigation of the nozzle starting process is necessagnvassessing the viability of

producing a rarefied test flow in the SST.

This discussion on the flow processes that occur within thieda®ing normal density
operation provides a background for assessing the viabiliising the facility to produce
rarefied test flows. For low-density operation of the SST,séime basic flow processes
will occur with each process altered to some degree by lowsitieeffects, such as thicker

boundary layers in the shock tube and nozzle.
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3.2 Analytical Calculation of Required Operating Con-
ditions

As part of an undergraduate thesis, an attempt was made tyagerrarefied flow in
the SST by arbitrarily reducing the fill pressures from thenmal operating pressures
to values of 325kPa in the driver and 3kPa in the shock tuheN®)] effort was made

to determine whether these fill conditions would producéftes/s in which significant
rarefaction effects could be measured on models placeckeite$t section. The logical
first step towards producing rarefied flow in the SST is esemdtat fill conditions will
produce a test flow with &, value of 0.04, so that the flow over a model of characteristic

size D will be in the transitional regime.

The conditions in the test flow can be approximated analjyitey examining the
one-dimensional approximations of the processes that edthin the tunnel. Operation
of the tunnel begins when the primary diaphragm is ruptusesing the primary shock to
propagate down the shock tube. The conditions behind thegpyishock can be found by
solving what is known as the Riemann problem (see e.g. [2%]¢. Riemann problem is
to determine what occurs when interaction is allowed betvie® uniform slugs of gas,
known as the left and right states, which have different progs. In this case the left and
right states correspond to the fill conditions in the drived ahock tube respectively. The
solution of the Riemann problem depends on the ratio of thelka right pressures, not
their absolute values [25]. Ideally, this implies that i tfatio of the pressure in the driver
to the pressure in the shock tube is maintained when the éfiqures are decreased, then
the Mach number of the primary shock, and hence the temperand flow speed behind
it, will be unchanged. The next process that occurs in thal idase is the reflection of
the primary shock from the convergent section of the nozZzte.an ideal gas the Mach

number of reflected shock/y, is found by solving,

= 1 M? -1 —
M}%—l MIZ_l\/+(,Y+1)2( I ) ’V_'_MIQ )

whereM; is the Mach number of the incident shock (see e.g. [5]). Itlmarseen from
this expression that as Mach number of the primary shocktistered by the uniform

scaling of the fill pressures, theW; will also be unaffected. Also, for an ideal gas the
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ratio of properties across a shock are a function of the sihath number and only.

The point of the above argument is that if the pressures aferarly scaled, gas behind
the reflected shock will be stagnated as in the normal casaltireg in tailored operation.
The nozzle supply temperatufg,,, which is the temperature behind the reflected shock

will also be identical to the value produced during normadrapion.

For adiabatic, isentropic flow through the nozzle, the Maaimber at the nozzle exit
plane, M., is a function of the ratio of the exit area of the nozzle, to the throat area,

A,, as can be seen from the following relation governing isgmérnozzle flow;

AN 1T 2 —1 T
(&) —am e (ee)] oy

For supersonic flow at the nozzle exit, both the total tentpeeand pressure are constant

==

so the temperature and pressure at the nozzleExéndp,, can be calculated using the

Mach number relations,

Tres —1
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The density at the nozzle exijt,, can readily be calculated using the ideal gas law. These
relations indicate that, for ideal operation of the SST, tdraperatures, Mach numbers
and pressure ratios within the facility remain unchangedmie fill pressures through-
out the facility are uniformly scaled down. This allows thenditions produced during
low density operation to be estimated from the normal opegatonditions. When the

fill pressures are reduced by a factor, which will referreétéon here on as the pressure
reduction factor PRF), the pressure in any region can be estimated by dividingdine

mal operating pressure in that region by tA& F'. This also applies to the density in
any region because the temperature is unchanged so théydeitisalso be scaled by the
PRF.

The fill and nozzle supply conditions from reference [7] formal, tailored operation
of the SST with a helium driver and nitrogen test gas are shawiable 3.1. The con-
ditions in the test section are approximated as being equbktconditions at the nozzle
exit plane for these quasi-one-dimensional calculatiofise temperature and pressure

at the nozzle exit plane are found from the nozzle supply itimms$ given in Table 3.1
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Driver gas helium
Driver fill pressurepg;, 3.25 MPa
Driver fill Temperaturely,, 296 K
Test gas nitrogen
Shock tube fill pressure,; 16.5 kPa
Driver fill Temperature7’; 296 K
Initial test section/dump tank pressupe,q. 400 Pa

Initial test section/dump tank Temperaturg,,. 296 K
Nozzle supply temperaturé,., (computional) 1920 K
Nozzle supply pressurg,., (experimental) 2.0 MPa

Table 3.1: SST operating conditions from reference [7].

using equations 3.2 and 3.3. In these equations the exit Mactber, M, is set to the
value that the nozzle was designed to produce, 7, rathetthigamigher value that would
be obtained by solving equation 3.1. The reason for thisasttie nozzle wall boundary
layers significantly decrease the effective exit area ofmibezle, and consequently the
exit Mach number, hence the higher Mach number would be listieaThe breakdown
parameterPp, for normal operation is then calculated using equation &.8haracteris-
tic dimension,D, of 10 mm was chosen for the calculation of the breakdownrpatar
as in references [6] and [49]. The nozzle exit conditionsulakted using this procedure

are shown in Table 3.2.

T, 177.8K
p.  483.1Pa

pe  9.155¢10~% kg/n
Rep 1.345¢10"

Pp  4.519<10°°

Table 3.2: Analytically estimated nozzle exit conditions for normaingity operation of the SST.

SubstitutingRep = puD/p into equation 2.5, then using the ideal gas law to express
density ag/RT yields,
VTyYM? RT

Pp=—F"— .
b 2 puD

Let the superscriptsare fied andnormal denote the conditions in the SST during low
and normal density operation respectively. As the tempegaand velocity are ideally

unchanged for the two operating conditions, it can be sesratithe nozzle exit plane,

rarefied normal
PD

= P — PRF. (3.4)

normal rarefied
Pp p

e
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SettingP}*"*/**“ to the target value of 0.04 identified in the previous chajaied using the
Py value for normal operation from Table 3.2Pa&RF value of 8.85 was calculated from
equation 3.4. This indicates that if the fill pressures inSBd are uniformly decreased by
a factor of approximately 10, then the breakdown paramategsultant test flow should

approach the target value of 0.04.
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3.3 Numerical Simulations

To further assess the possibility of producing rarefied flowhie SST, two-dimensional
effects that were neglected in the previous section must\estigated. Boundary layer
growth along the nozzle wall and the nozzle starting proaesshe two items most likely
to affect the performance of the tunnel at low densities. rEason for this is that bound-
ary layer thickness increases as the flow tends toward loaresitles. This can be readily
seen by examining the analyical estimate for the thicknesd,a laminar boundary layer

on a flat plate (see e.qg. [24]):
5%4 1

e Reg-5 [0 % y
wherez is the distance from the boundary layer origin. The dersstgvards the exit of

the nozzle are orders of magnitude lower than in other postad the facility, so itis here
that the thicker boundary layers will be most significantirheestigate their effect in this
region, along with the nozzle starting process, the SSTlasand test section have been
modelled axisymmetrically using the compressible Na@takes solver, Mizns [38].
These models are also used to investigate the effect ofitied pressure in the test section
(Pevac) ON the nozzle starting process and the test flow. This neelds investigated due
to the difficulty in evacuating the test section and dump taniressures below the usual

value of 400 Pa because of air leaks into the facility andithidd capacity of the vacuum

pump.

3.3.1 Mach 7 Contoured Nozzle Simulations

The Mach 7 contoured nozzle was modelled first as it produaedlpl flow in the test
section during normal operation, which is ideal for expenmal research. This nozzle
would be most useful if it functions at low densities becaus@ddition to parallel flow
being ideal for experiments, the lack of gradients in theltast core flow leads to small
values of the breakdown parametBr,which imply that the core flow will not be subject

to non-continuum effects.

The computational modem7ndt(for Mach 7 nozzle and dump tank), extends from
the nozzle throat to the entrance of the dump tank and is basdlde overall geometry
shown in Figure 3.5. The geometric definition of the compaiatl model is contained

in the simulation’s input parameter filgy7ndt.sit which is included in Appendix B. The
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Figure 3.5: SST Mach 7 contoured nozzle and test section (Figure 6.6 ftOm).

entrance to the dump tank is modelled as a supersonic outibawdary condition in
the simulation; this assumes that the pressure in the dunkmtaes not reach a level
high enough to significantly affect the test flow within thenslation time. The nozzle
is modelled from the throat onwards to allow a supersoniomthoundary condition to
be set. Boundary layer growth in the contraction, which isinduded in the model, is
expected to be negligible due to the short length of this@e¢89 mm) and the relatively
low speeds and high densities upstream of the throat. Theuwttional grid for the
nozzle has 70 cells in the cross-flow direction and 280 celkhé axial direction. The
cells are radially clustered towards the wall, as can be seéngure 3.6, in order to

adequately capture the boundary layer growth.

The cells in the nozzle and test section are initially fillekhwoom temperature ni-
trogen. The pressure of this fill gas is varied between sitiwuia to establish what level
of evacuation is required for the nozzle to start properly produce a uniform test flow.
The inflow temperature and pressure at the nozzle throatadcalated from the nozzle
supply conditions in Table 3.1 and ti#&R F" using the following relations that assume a

perfect gas and a throat Mach number of 1.0:
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Figure 3.6: Sample of the mesh for the Mach 7 contoured nozzle numeriodkein

The flow speed at the throat, which is equal to the sound sgetten calculated using,

Uy = ay = \/YRT, .

The simulations were initiated at the rupture of the secondephragm (located at the
nozzle throat) and were terminated 1 ms after the ruptuieyilg the entire nozzle start-

ing process and expected test time to be simulated.

The initial simulation of the contoured nozzle and testiseaised aP RF' of 10 and
a fill pressure of 200 Pa~(1.5torr). This relatively high value of,,.. was tried because
it can be readily achieved with the vacuum pump attachedd&®T. The evolution of
the flow field over the simulation time is shown in Figure 3.7cdn be seen from the
first frame of Figure 3.7 that, as the starting waves movaudtjinghe nozzle, the boundary
layer is separated from the nozzle wall in the region of theact surface. The next frame
shows the flow field as the starting waves are exiting the woZie relatively high initial
pressure in the nozzle has caused the boundary layer tchdietes the nozzle wall for
the majority of its length. The strong oblique shock wavassea by the boundary layer

separation can clearly be seen in the final three frames af&i8.7 along with the shear
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t=0.2ms t=0.4ms

t=0.6ms t=1.0ms

Figure 3.7: Mach number contours showing the evolution of the flow fieldhe SST Mach 7
contoured nozzle and test section #8RF = 10 andp.,.. = 200 Pa. Timet, is the time after
secondary diaphragm rupture.

layer between the expanded test gas and the relativelyastagas within the separation
bubble. The final frame was generated 1 ms after diaphragtamyfby this time the flow

field has become reasonably steady. While the boundary isygtached over a greater
length of the nozzle wall than earlier, the oblique shockdtire remains intact, which

prevents the nozzle from producing a usable test flow.

For the second simulatign.,,. was reduced to 133 Pa-{ torr). The flow structure
that evolved was qualitatively very similar to that comglite the first simulation with
Pevac =200 Pa. This can be seen by comparing the last frame of Fydrevith Figure
3.8, which shows the computed Mach number contours from eébersl simulation at
1 ms after diaphragm rupture. It is apparent that the baskpre in the nozzle and test

sectionp.,.., must be significantly decreased to allow the nozzle to ptagterly.

To establish whether the contoured nozzle can produce alusst flow for aPRF
of 10, p..«. Was reduced 33 Pa40.25 torr) for the third simulation. The evolution of the
flow field over the simulation time is shown in Figure 3.9. Ihdae seen from the first

frame of Figure 3.9 that, as with the previous simulations Jdoundary layer is separated
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Figure 3.8: Mach number contours showing the flow field in the SST Mach tawoed nozzle
and test section 1 ms after secondary diaphragm ruptuB &¥r = 10 andp.,,.. = 133 Pa..

from the nozzle wall near the location of the contact surfadewever, the separation
distance is visibly smaller than in the case with,. =200 Pa. By the time of the third
frame, att =0.6 ms, the boundary layer is attached over almost theeeletngth of the
nozzle, and a reasonably uniform core flow has been establish can be seen from
the final frame Figure 3.9 that the nozzle has started prppéth the backpressure of
33 Pa used in the third simulation; the boundary layer is detaly attached and the core
flow at the nozzle exit is devoid of strong waves. The flow egtihe nozzle is “under-
expanded”, meaning that the static pressure of the flow istgrehan the backpressure
in the test section. The pressure of the core flow is reductetbackpressure across an
expansion fan centered on the nozzle exit, which can be seine ifinal two frames of

Figure 3.9.

A study by Smith [77] indicated that for normal densities atatjnation temperatures
up to 3500 K, initial pressures in a shock tunnel nozzle ofashé steady static pressure
of the core flow can be tolerated without any loss of test tifieeinvestigate whether this
criteria still holds for the low density flows of interest kea simulation was run with a
backpressure of 50 Pa, which is slightly lower than the 5Ba8Steady core flow pressure
computed in the third simulation. The evolution of the flowdiéor the simulation with
Pevac=20 Pa is shown in Figure 3.10. From this figure it can be seantkie boundary
layer is detached near the nozzle exit throughout the stioaldme. This causes weak
oblique compression waves to form near the nozzle exit, ivban be seen in the final

two frames of Figure 3.10. At the nozzle exit plane, thesem@ssion waves cause a rise
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t=0.2ms t=0.4ms

Figure 3.9: Mach number contours showing the evolution of the flow fieldhe SST Mach 7
contoured nozzle and test section BRF = 10 andp.... = 33 Pa. Time{, is the time after
secondary diaphragm rupture.

in Pitot pressure at a radius of approximately 25 mm. Thisleaseen in Figure 3.11,
which compares the nozzle exit Pitot pressure profiles fiomeet different simulations.
It appears that the backpressure used in this simulatioigistly too high to allow the

nozzle to operate ideally even though the flow is under-ea@dnThis indicates that the
previously mentioned criteria of Smith [77] does not holdtfee low densities used here,
and that for the Mach 7 contoured nozzle to operate propéetlyese low densities, the

flow must be significantly under-expanded (ig,.. ~ 33 Pa forPRF =10).

Prest 1.07x 102 kg/m?
Utest 1863 m/s

Diost 56.85 Pa

Thest 179.6 K
Dpitot,test 3429 Pa

Miest 6.82

Reyy /L 1.689x10°
Ppiest  0.03416
Atest 0.0713 mm

Table 3.3: Nominal test conditions 10 mm from the Mach 7 contoured reztit plane for
Pevac =33 Paand®?RF =10.
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t=0.8ms t=1.0ms

Figure 3.10: Mach number contours showing the evolution of the flow fielthe SST Mach 7
contoured nozzle and test section BRF = 10 andp.,.. = 50 Pa. Time{, is the time after
secondary diaphragm rupture.

For tests in the SST utilizing optical measurement techesgunodels are typically
located 10 mm downstream of the nozzle exit plane [52]. Fefithconditions that were
found to produce a useful test flow,(,. =33 Pa andP? RF' =10), the computed profiles
of some important flow properties at the model location amvshin Figure 3.12. From
these profiles it can be seen that the core flow produced by #wd M contoured nozzle
has a radius of approximately 27 mm. The nominal test cantivere taken to be those
at a radius of 20 mm and are given in Table 3.3. Faevalue of 0.034 in the test flow is
14.6% lower than the target value of 0.04. To achieve thetdtg value, theP RF would
have to be increased, which would result in a corresponddegadse in the static pressure
of the test flow. For the contoured nozzle to operate proderlguch a conditionp,,.
would have to be decreased below 33 Pa. As this cannot bevadnth the vacuum
pump currently attached to the SST, simulations of the aoetbnozzle for higheP RF
values have not been carried out. Instead it was decideddstigate the performance of

the facility’s Mach 7 conical nozzle at low densities.
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Pitot Pressure Profiles at the Contoured Nozzle Exit
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Figure 3.11: Computed Pitot pressure profiles across the exit of the SShMaontoured nozzle
1 ms after secondary diaphragm rupture RRRF' = 10 andp.,q. = 133 Pa, 50 Pa and 33 Pa.

3.3.2 Mach 7 Conical Nozzle Simulations

The SST is also equipped with a conical nozzle that nomiraibduces Mach 7 flow.
Figure 3.13 shows the Mach 7 conical nozzle installed in tB&. S8Vhile this nozzle pro-
duces a slightly divergent test flow, its overall length ipximately half that of the
contoured nozzle, leading to a significant reduction in thenalary layer thickness at its
exit plane. The conical nozzle has strong favourable presgtadients along its entire
length while, in contrast, the flow straightening part oftbatoured nozzle involves some
turning-related recompression of the gas. It was hopedhigtalong with the reduction
in the effect of the nozzle wall boundary layer, would alldwe tonical nozzle to operate
effectively for a value op.... greater than 33 Pa. To investigate this, the Mach 7 conical
nozzle was numerically modelled in the same manner as thewad nozzle. The com-
putational modelm7conindt (for Mach 7 conical nozzle and dump tank), extends from
the nozzle throat to the entrance of the dump tank and is basdlde overall geometry
shown in Figure 3.13. The exact geometry of the model is coadain the simulation’s
input parameter filegn7conindt.sit which is included in Appendix B. The supersonic
inflow and outflow boundary conditions from the contouredz@zsimulations were also
used in the conical nozzle simulations. The computationdlfgr the nozzle has 70 cells

in the cross-flow direction and 280 cells in the axial directi
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Figure 3.12: Computed profiles of density, axial velocity, radial vetg@nd Pitot pressure 10 mm
from the SST Mach 7 contoured nozzle exit plane 1 ms afterrgkzny diaphragm rupture for
PRF =10 andp.y,. = 33 Pa.

As with the contoured nozzle, the first simulation of the cahnozzle was run with
PRF =10 andp.... = 200 Pa. For these conditions, the conical nozzle perfoimadim-
ilar manner to the contoured nozzle when a backpressurefé 5éas used; the boundary
layer remained unattached near the nozzle exit for theeesitinulation time. The back-
pressurepq,.., was reduced to 133 Pa (1 torr) for the next simulation. Qampdots of
Mach number from this simulation are presented in Figurd.3These show the evolu-
tion of the flow field during the simulation time. From Figureld it can be seen that
the boundary layer rapidly becomes attached along the waoigh of the nozzle wall
despite the fact that the core flow is overexpanded. A clestrfltav is present upstream
of the oblique compression wave that raises the pressuheaiare flow to the backpres-
sure. As expected, the conical nozzle is capable of opgratioperly in the presence of

a much higher backpressure (four times higher in this chse) the contoured nozzle.

Computed profiles of some important properties across teflav at the model
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Figure 3.13: SST Mach 7 conical nozzle and test section.

location (10 mm downstream of the nozzle exit plane) are shiowFigure 3.15. From

these profiles it can be seen that the core flow produced by #uh M conical nozzle for
a PRF of 10 has a radius of approximately 25mm. The nominal testlitioms were

taken to be those at a radius of 10 mm and are given in Tablé-Bo Figure 3.15 it can
be seen that the nozzle has performed very well with regapildducing a uniform test
flow; the profiles of density, axial velocity and Pitot praessare quite flat within the core
flow. The radial velocity profile shows that the flow anguladibes become significant
towards the edge of the test flow, which is the major drawbdclsimg a conical nozzle.
The test flow Mach number of 6.565 is lower than the designevafu7 due to the thick
boundary layer reducing the effective exit area of the rezAs the flow has not been
expanded as much as was anticipated in Section 3.2thelue of 0.02835 in the test
flow is lower than the target value of 0.04. To achieve thegialy value, theP RF' must

be increased to around 15.

Prest 1.269< 10 ° kg/n?
Utest 1855 m/s

Dtest 72.43 Pa

Thest 192.3K

Ppitot,test 4053 Pa

Miess 6.565

Retest/L 1.886x 105
Ppus  0.02835
Atest 0.0516 mm

Table 3.4: Nominal test conditions 10 mm from the Mach 7 conical nozzt@ elane for
Devac =133 Paand®’RF =10.



3.3 Numerical Simulations 53

t=0.2ms t=0.4ms

Figure 3.14: Mach number contours showing the evolution of the flow fieldhe SST Mach
7 conical nozzle and test section f®YRF =10 andp.,.. =133 Pa. Time{, is the time after
secondary diaphragm rupture.

For the next simulation thé RF' was increased to 15 ang,,. was decreased to
67 Pa (0.5torr). Contour plots of Mach number from this simtioh are presented in
Figure 3.16. As before, these show the evolution of the floild filiring the simulation
time. From Figure 3.16 it can be seen that the boundary lamdlly becomes attached
along the whole length of the nozzle wall as in the case With¥'=10. The core flow
is overexpanded and an oblique shock has formed to compresthe backpressure. A

clean test flow is present upstream of the oblique shock.

Computed profiles of some important properties across sidltev at the model lo-
cation (10 mm downstream of the nozzle exit plane) are shawigure 3.17. From these
profiles it can be seen that the thicker boundary layers ptegeen PRF =15 have re-
duced the radius of the core flow to approximately 23 mm. Thainal test conditions
were again taken to be those at a radius of 10 mm and are giviable 3.4. As for the

case with aPRF of 10, the conical nozzle has performed well with regard tapcing a
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Figure 3.15: Computed profiles of density, axial velocity, radial vetg@nd Pitot pressure 10 mm
from the SST Mach 7 conical nozzle exit plane 1 ms after semgndiaphragm rupture for
PRF =10 andpey. = 133 Pa.

uniform test flow; the greatest deviations from the nomirgdiles of density, axial veloc-
ity and Pitot pressure across the test flow are only 2%, 0.584d.a&%6 respectively. The
radial velocity profile shows that the flow angularity becenmeore significant towards
the edge of the test flow. At the edge of the test flow at a radilB3onm, the radial
velocity of 137 m/s corresponds to a flow angularity of°4 Phe P, target value of 0.04
has been achieved precisely, leading to the tentative gsioci that the fill conditions
used in this simulationf RF' = 15 andp,.. = 67 Pa) will produce a test flow suitable for

experiments in which the effects of rarefaction are impurta

Before it can be concluded that a suitable operating candhias been established,
it must be checked whether the continuum approach used tolatienthe flow in the
SST was valid. To enable this, a contour plot of the breakdpamameterP, in the
conical nozzle and test section has been produced for thpoged test conditions (see

Figure 3.18). It can be seen that the critical value of 0.@&kieeded only in very narrow
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t=0.2ms t=0.4ms

Figure 3.16: Mach number contours showing the evolution of the flow fielthe SST Mach 7
conical nozzle and test section BIRF' = 15 andp.,.. = 67 Pa. Timet, is the time after secondary
diaphragm rupture.

regions within the shear layer and the oblique shock atthtbeéhe nozzle exit where

the flow is always in thermal non-equilibrium no matter wha tlegree of freestream
rarefaction. It has been established that shock capturawie Stokes solvers accurately
predict the flow field around shocks even when the predictedtsire of the shock is not
physically correct on a kinetic theory basis [16]. From thagppears that the compressible
Navier-Stokes solver, Mbns, can be used with reasonable confidence to simulate the

flow through the SST during low-density operation.

Figure 3.19 shows contours é%, based on a characteristic model size of 10 mm at
t=1ms. This plot shows that if testing at a slightly highermegof rarefaction is desired,
it can be accomplished merely by positioning the model frrfrom the nozzle exit plane.
For example if a tesP), of 0.05 is required, the model should be located approxiypate
42 mm from the nozzle exit plane. However, the variation ol/ffroperties in the axial

direction also makes the test flow unsuitable for experisi@sing models with large
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Figure 3.17: Computed profiles of density, axial velocity, radial vetg@nd Pitot pressure 10 mm
from the SST Mach 7 conical nozzle exit plane 1 ms after semgndiaphragm rupture for
PRF =15 andp,yec =67 Pa.

axial lengths, such as flat plates.
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Ptest
Utest
Ptest
Ttest

Ppitot,test

8.948x10~* kg/m?
1853 m/s

52.25 Pa

192.7 K

2851 Pa

6.482

1.303x10°
0.04001

0.0737 mm

Table 3.5: Nominal test conditions 10 mm from the Mach 7 conical nozzt@ plane for

Pevac =67 Paand®?RF =15.
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Figure 3.18: Contours of the breakdown parametgr,in the SST Mach 7 conical nozzle and test
section 1 ms after secondary diaphragm rupturdX®&F = 15 andpe,.. = 67 Pa.

3.3.3 Simulation of the Entire SST

To investigate whether a useful test flow will still be estsifbd when the variations in

the nozzle supply pressure are accounted for, a compushtioodel of the entire SST

has been constructed. The computational domain of the pyodebnifull, includes the

driver, shock tube, Mach 7 conical nozzle and the test seclibe computational grid for

the conical nozzle and test section is the same amimonindt The computational grid

for the shock tube and driver has 1580 cells in the streamdiisetion and 70 cells in the

cross-stream direction. As before, the cells are radidligtered towards the wall to help

resolve the boundary layer. The details of the model gegnaetd discretisation can be

found in the simulation’s input parameter fil@,7conifull.sit, which is included in Ap-

pendix B. As with the final simulation of the conical nozzledd@ast sectionm7conifull

was run withPRF = 15 andp,,.. = 67 Pa. The cells in the driver section were initially

filled with room temperature helium at 216.7 kPa and thoskernshock tube were filled
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Figure 3.19: Contours of the breakdown parameter badeg, based on a model size of 10 mm
in the SST Mach 7 conical nozzle and test section 1 ms aftemslecy diaphragm rupture for
PRF =15 andpeyq. =67 Pa.

with room temperature nitrogen at 2kPa. The simulation wéagted with the rupture
of the primary diaphragm and terminated when it was estaldisthether the nozzle had
started properly. Due to the time constraints on this thélses simulation could not be
run long enough to yield a prediction of the test time. Fig8i20 shows contour plots of
Mach number at four instants after the rupture of the seagrdiaphragm. These show
the evolution of the flow field in the test section. It can bensieem Figure 3.20 that the
conical nozzle still starts rapidly and produces a readgnatiform test flow even with
the variation in nozzle supply pressure that occurs whemiiiee operating cycle of the
SST is simulated. However, the test flow is much “noisierntivathe simulations with
constant throat conditions. This is because the bifurcegftdcted shock and the sepa-
rated flow behind it [22] generate large variations in the fipaperties across the shock

tube, which result in additional waves being generatediwitie nozzle.
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3.3.4 Simulation of a Previous Attempt to Produce Rarefied Fw in

the SST

It was mentioned in Section 3.2 that an attempt to experiailgrgenerate rarefied flow in
the SST has already been made as part of an undergraduasg @e¥his was done by
reducing the fill pressures to values of 325 kPa in the drinerZkPa in the shock tube.
The Mach 7 contoured nozzle was used and the test sectioruama tink were pumped
down to around 400 Pa. Pitot pressure time histories wei@ded at a series of radi
across the nozzle exit plane. A number of problems were wvbdan the experimental

data that were not adequately explained:

The flow was very unsteady at most radii.

There were large differences in the measured pitot presf@t@veen shots.

At times when a uniform core flow was present, it had a dianwdtaround 18 mm

compared to the 87.2 mm exit diameter of the nozzle.

High pitot pressures were observed in the region outsideriferm core while at

still greater radii the pitot pressures dropped to a verylwel.

A simulation has been run using the experimental fill condgiin order to ascertain
whether these problems are consistent with the effectsvofiga relatively high value of

Pevac that were observed in the computational results presemtdiérein this section.

First, the flow in the SST was simulated one-dimensionallgetermine whether the
fill conditions used in the experimental study resulted ilotad operation. A Lagrangian
CFD code, L1d [33], was used to perform the simulation. L1sllbeen shown to simulate
the gas dynamics of shock tunnels with reasonably accuB&yip]. The computational
domain of the simulation was based on the dimensions of tiesi8wn in Figure 3.5.
The gas states of the computational cells that modelledritiergtest gas and dump tank
fill gas were initially set to the experimental fill condit®tisted in Table 3.6. Both the
nitrogen test gas and the helium driver were modelled agltorically perfect gases.
The simulation, which contained 510 cells, was initiatedhat rupture of the primary

diaphragm and was terminated after 3.5 ms of simulation hiatkelapsed.
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Figure 3.21 shows an—t wave diagram generated from the results of the simulation.
From this figure it can be seen that when the reflected shoefsetts the contact surface,
the contact surface is not brought to rest, rather it begit@vel upstream. This indicates
that the fill conditions used in the experiments of referdé¢eesult in “under-tailored”
operation. As the conditions are under-tailored, the reozzpply pressure will decay
over time. To account for this, the shock reflection process to be included in the

two-dimensional simulation of the facility.

As before, Mhcns was used to perform the simulation of the SST operatitigtive
experimental fill conditions. For this simulation, the cartggtional domain includes the
last 1.5 m of the shock tube, the Mach 7 contoured nozzle ante#t section. The initial
conditions for the simulation were set so that the primarycghwas effectively located
0.5m from the contraction to allow for some boundary layeretigopment in the shock
tube. This was done by setting the gas states in the cellseapstof the shock location
to the post shock conditions from the L1d simulation, whighghown in Table 3.6 along
with the fill conditions. Downstream of the shock locatiom ttellular gas states were
set to the shock tube fill conditions while the cells in the ziezand test section were
initialised to the evacuated state listed in Table 3.6. Tdraescomputational mesh was
used as for corresponding sections in the otherdvlb simulations. 2 ms of simulation

time elapsed before the simulation was terminated.

Driver gas helium

Driver fill pressurepg,, 325 kPa
Driver fill Temperature7y,., 296 K

Test gas nitrogen
Shock tube fill pressure; 3.0 kPa
Driver fill Temperature(’; 296 K

Initial test section/dump tank pressupe,,. 400 Pa

Initial test section/dump tank Temperaturg,,. 296 K
Primary shock speed (from L1d simulation) 1.203 km/s

Post shock axial velocity (from L1d simulation) 916.98 m/s
Post shock temperature (from L1d simulation) 952.57 K
Post shock pressure (from L1d simulation) 40.639 kPa

Table 3.6: SST fill conditions from reference [6].

Figure 3.22 shows Mach number contours at three instaniisgiilre “test time” pro-
posed by Attwood, which begins approximately 1 ms after tifteai shock exits the noz-

zle and lasts around 0.5 ms. Clearly the nozzle has failettt) as in the first simulation



3.3 Numerical Simulations 61

presented in Section 3.3, the high initial pressure hasechuezzle boundary layer to
separate, and produced strong oblique shock waves withindhzle. Despite being pro-
cessed by the oblique shock waves within the nozzle, the figting the nozzle is still
“overexpanded”, meaning its static pressure is lower tharbackpressure in the test sec-
tion. The flow is compressed to the backpressure via an abbfock at the nozzle exit,
which can be seen clearly in Figure 3.22. The unsteady natuhe flow, which Attwood
observed experimentally, can also be seen in this figureigiréhe changing locations
and angles of the oblique shock waves. A possible cause oigthihat the shock struc-
ture is sensitive to the inflow conditions at the nozzle thradnich vary during the test
time because the tunnel was operated at undertailoredtewmsli Figure 3.23 shows a
comparison of Attwood’s experimental data with the comgutezzle exit Pitot pressure
profile att = 1.64 ms. After examining the contour plots shown in Figu&23the flow
processes behind the features of the experimental Pitéitqpoan be readily identified:
The high Pitot pressures at a radius of around 15 mm confirrpréseence of the oblique
shock wave at the nozzle exit, while the low values at radiatgr than 25 mm are caused

by the relatively stagnant gas between the shear layer awbttzle wall.

The flow features observed in the experimental data of neter¢6] have been ade-
quately predicted using the simulation techniques oudlinghis chapter. There are some
discrepancies between the experimental and computedaexitIPitot pressure profiles;
the positions of the oblique shock wave and shear layer ahbtlsi different. This is
to be expected as the flow is unsteady and Attwood observedisant variation in the
measured Pitot pressures between tests. The likely cadlse wériation between tests is
that the initial pressure in the nozzle and test sectigf., was not carefully controlled.
The position of the shear layer and the oblique shock wavesearsitive to the value of
Pevac, NENCE SMall variations in this parameter could signifigaaiter the Pitot pressure
measured at a given radius. These results clearly indisateéd produce a useful rarefied
test flow in the SSTp...... must be strictly controlled and decreased to a level sigmtfiy
lower than that used previously in order for the nozzle totstBhe results also demon-
strate that the simulation techniques outlined in this térapan predict the mechanisms

that can cause attempts to produce a rarefied test flow to fail.
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3.4 Conclusion: Recommended Operating Conditions and
Tests

The results presented in this chapter indicate that to p@dwniform, high Mach number
test flow in the SST withP, ~ 0.04, the Mach 7 conical nozzle should be used along with
the fill conditions specified in Table 3.7. Note that the pumgptapacity of the facility
must be increased in order to achieve the recommended priéissure in the test section.
The test conditions predicted to result from operating #@lify as specified are also

listed in Table 3.7.

Driver gas helium

Driver fill pressurepg,, 216.7 kPa
Driver fill Temperature7y,., 296 K

Test gas nitrogen

Shock tube fill pressure,; 2.0 kPa

Driver fill Temperature7, 296 K

Initial test section/dump tank pressupe,,. 67 Pa

Initial test section/dump tank Temperaturg,,. 296 K

Nominal test flow densityp;..; 8.948x10~* kg/m?
Nominal test velocityss;.; 1853 m/s
Nominal test static pressurg,.,; 52.25 Pa
Nominal test static temperaturg,.; 192.7 K

Nominal test Pitot pressurey,;;or i 2851 Pa
Nominal test Mach numbei/,,; 6.482

Nominal test Reynolds numbeke., /L 1.303x10°
Nominal test breakdown parametéy; ;.. 0.04001
Nominal test mean free path,,; 0.0832<10* mm

Table 3.7: Recommended SST fill conditions and predicted test comditio

3.4.1 Possible Experiments

In this section, an experiment is described that could bewctied in the low-density test
flow that would be generated in the SST if the recommendedatipgrconditions are
adopted. Its key feature is that the rarefaction of the floausdhhave a significant effect
on the quantity measured during the experiment. This wdlddvdoth continuum codes
with slip boundary conditions and DSMC to be experimentaliidated against a new

set of experimental data.

In designing a possible experiment, the first factor consdi&vas the type of model
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to be tested. The model selected must have its surface pesnmeeasurably altered
by the rarefaction of the test flow. Rarefaction effects anghrface parameters of two
model types were reviewed in Section 2.4. These were flagplaith sharp leading edges
and axisymmetric blunt bodies. The low-density test flonh@ $ST is predicted to have
significant gradients in the axial direction, making it utghle for testing models with
large axial lengths, such as flat plates. The test flow is alsgy@metric in nature, making
an axisymmetric model a logical choice. Axisymmetric blbodies are of interest to
researchers in the field of rarefied gas dynamics as they@mesentative of the shapes of
aeroshells, which are commonly exposed to rarefied hyperfiows in reality. For these
reasons, the model type suggested for low-density tegtitigei SST is an axisymmetric

body in the form of a spherically blunted cone.

The next element of the experimental design consideredhvegsdarameter to be mea-
sured. Surface parameters such as heat transfer, skioririsurface pressure and drag
are easier to measure than quantities such as the shoclo#tdisthnce, which is why
they were the focus of the review presented in Section 2.4ldwpedensity testing in the
SST, it would be convenient to utilize transducer types éhatalready used in shock tun-
nel testing at UQ. This effectively rules out skin frictiondasurface pressure as possible
measured quantities as the size of the transducers pressatl is of the order of 10 mm,
which is too large to install on the spherically blunted nota model small enough to
be tested in the SST. While pressure tappings could be usaetoome the problem of
the size of the pressure transducers, the resultant ircreassponse time makes them
impractical for this application. Heat transfer measunet®@ the shock tunnels at UQ
are presently made using thin film gauges. The sensing etemhémese gauges has di-
mensions of around 0.2 mm by 1 mm, which is small enough to hented on the nose a
reasonably small model. The thin film gauges are accuratéthinw-10% and are used
to measure heat fluxes from the order of 1 kW to several MegaWfzrsonal communi-
cation, D. J. Mee). Overall drag is measured at UQ by moumtindels on the front of a
bar gauge similar to that described in Section 4.3. Usirggadhiangement the overall drag
in the streamwise direction can readily be measured to mitti0% (personal communi-
cation, D. J. Mee). A draw back of this arrangement is thatiadol50u.s after the flow
arrives at the gauge location, the initial stress waves heflected from the downstream

end of the gauge and begin to interfere with the measurenhemiheory, deconvolution
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can be used to resolve this problem but this has not yet béemated for the gauges
discussed here. To choose between heat transfer and dregagjgested measured vari-
able, the results of Moss, Cuda and Simmonds [58] were ceresidsee Section 2.4 for
details). Their plots of stagnation point heat transfer dray on a spherically blunted
cone versus freestream Knudsen number showed that theastagpoint heat transfer
is significantly more sensitive to the flow rarefaction. Hastreason it is suggested that
the stagnation point heat transfer should be measuredglienndensity testing of blunt
bodies in the SST.

Once an appropriate model type and measured variable fodénsity tests in the
SST had been determined, all that remained was to size thesrafthe noseR,, such
that the effect of rarefaction would be measurable. As tla transfer measured using
the thin film gauges used at UQ is only accurate to withit©%, the rarefaction effect on
the heat transfer must be greater than 10%. The stagnationh@at transfers measured
by Vidal and Wittliff [85] were around 20% lower than the NaxiStokes predictions of
reference [41] and the strong interaction theory of Cherj {ar x = 10 based on nose
radius. By using the approximate relationshipz P,', and setting the characteristic
dimension,D, to be equal taRy, it was calculated that a nose radius of 4 mm would
be required to achieve =~ 10 for the test conditions predicted in the SST. The data on
the stagnation point heat flux to the OREX vehicle presemtadference [29] indicated
that at an altitude of 92.8 km, a continuum prediction of teatHflux overpredicted the
value inferred from the flight data by almost 19%. For the ORIEKicle at this altitude
Uso = 7456 M/s,Kn,, =0.0086 andS =21.1 from whichP, based on nose radius was
calculated to be 0.19. To achieve this value in the test fl@dipted in the SST, the nose
radius of the model would have to be 2.1 mm, which is consllgiamaller than the value
calculated earlier. One of the reasons for this is that thve $lpeed of around 2 km/s in
Vidal and Wittliff's experiments was much lower than the OR¥&ehicle’s flight speed of
around 7.5 km/s. Greater freestream velocities produagierdensity increase across the
bow shock and a correspondingly greater decrease in tHfactom of the gas in the shock
layer. The result of this appears to be that for higher freast velocities, a greater degree
of freestream rarefaction is required before measurahl@tiens in surface parameters
occur. As the predicted test speed in the SST is close to #eat i Vidal and Wittliff's

experiments, it is expected that non-continuum effectsbeibbserved at a similar degree
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of freestream rarefaction. From this discussion, it app#aat if the nose radius of the
model to be tested in the SST is set to 3 mm, then the rarefectithe flow should cause

a continuum approach to overpredict the stagnation pogtttn@nsfer by more than 10%.

In summary, it is recommended that a spherically bluntecaoith a nose radius of
3mm be tested in the SST when operated at the conditions givéable 3.7. During
these tests, it is recommended that the stagnation poihfloede measured with one of
the thin film gauges currently in use at UQ. It is hoped thaténefaction of the test flow

will cause the stagnation point heat flux to measurably defram its continuum value

by more than 10%.
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t=2.225ms

t=2.425ms

t=2.625ms

t=2.825ms

Figure 3.20: Mach number contours showing the evolution of the flow fielthe SST Mach 7
conical nozzle and test section from the simulation of there®ST. Time, t, is the time after
primary diaphragm rupture.
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Figure 3.21: x — t wave diagram of the showing the flow processes that occurifs8iT when
operating at the experimental conditions of Attwood [6].
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t=1.44ms

t=1.64ms

t=1.84ms

Figure 3.22: Mach number contours showing the evolution of the flow fielth@ SST Mach 7
contoured nozzle and test section for the conditions ligsiethble 3.6. Time, t, is the time after
the initialisation of the simulation.
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Nozzle Exit Pitot Pressure Profile for Attwood‘s Conditions
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Figure 3.23: Computed and experimental nozzle exit Pitot pressure psofiComputed values
were taken 1.2 ms after diaphragm rupture. Experimentalegahre from Attwood [6].
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CHAPTER 4

Producing Rarefied Hypervelocity Flow in the

X1 Expansion Tube

A review of facilities capable of producing high speed, fiaaflows is presented in Sec-
tion 2.1. This review revealed that present facilities aretéd to stagnation temperatures
of under 2600K and hence flow speeds of around 2 km/s. It wasdnatSection 1.2
that experimental testing of DSMC is required for the racefigpervelocity conditions
encountered during an aerobraking maneuver. To simulagetbonditions, flow speeds
of the order of 10km/s, which cannot be attained in presemtdensity facilities, are
required. The possibility of modifying an expansion tub@toduce a rarefied hyperve-
locity flow was first investigated by Wendt et al [87]. In thikopstudy, a rarefied test flow
was generated by operating the X1 expansion tube at UQ wdtlces fill pressures, then
expanding the flow exiting the tube into the dump tank via ae@amozzle. The result of
this was an 8.8 km/s flow of argon in the transitional regimefdtunately, cross-stream
and temporal variations made the flow unsuitable for expemis1 The effort to utilize
X1 as a rarefied hypervelocity test facility has been comtihwith a greater degree of
success, by Chiu and his co-workers [49]. The purpose ofctapter is to present the
details of the X1 expansion tube and the experiments of Glauwere used in the de-
velopment and validation of an accurate CFD model of the flonwugh X1, which is
discussed in full detail in Chapter 5. The chapter beginé &itdescription of the X1
expansion tube, where the flow processes that generatesttiloteare discussed in some
detail. The operating conditions used during Chiu’s studythen presented. Following
this, the instrumentation used during low-density operais described, and samples of
the recorded data are presented. Finally, techniques osetetpret the experimental

data are discussed.
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4.1 The X1 Expansion Tube

The X1 expansion tube at the University of Queensland is & scee, free piston-driven
expansion tube [66]. X1 was the first expansion tube to beedrby a free piston driver.
Superorbital flows (flight speed above 8 km/s or total enthalger 30 MJ/kg [23]) with

test speeds of up to 15 km/s can be produced in X1.

The layout of X1 when configured with a single driver is showrFigure 4.1. The
facility consists of the following components: A high presscylinder called the com-
pression tube, which initially contains the driver gas amel3.4 kg free piston. An annu-
lar reservoir that stores the compressed air used to drevirele piston. A lower pressure
cylinder referred to as the shock tube, which initially @ns the test gas. A cylinder
referred to as the acceleration tube, which is initiallyefilivith very low pressure accel-
eration gas. Finally, a large dump tank/test section witblame of 0.15 M which is also
initially filled with low pressure acceleration gas. The gestries of sections used in the

experiments of reference [49] are shown in Table 4.1.

Acceleration t
Free piston driver pri Shock tube Secondary eleration tube
& annular reservoir di:::zgm diaphragm Test section
{ Filling station : / dump tank
[ e =

5—: | ﬁ.. [ @ To vacuum
/N T T T1 6=
N N\ NN NNNNNNNNN\N

SCALE 1: 40

Figure 4.1: Layout of the X1 expansion tube (Figure 1 from [49]).

Section Length Internal Diameter
(m) (mm)
Compressiontube  2.30 100
Shock tube 2.09 38.1
Acceleration tube  2.91 38.1

Table 4.1: X1 section dimensions when configured with a single driver.

The driver and shock tube are separated by a steel diaphnagwnlkas the “primary”

diaphragm. During operation of the facility, the comprekag in the annular reservoir
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propels the free piston down the compression tube, compres®e driver gas. At some
point, the pressure of the driver gas exceeds the burstyreestthe primary diaphragm,
causing it to rupture. The high pressure driver gas thenredgato the shock tube and
generates a shock wave that rapidly compresses the lowupeetest gas. This shock
wave, which is referred to as the primary shock, propagdtegdhe length of the shock
tube compressing and accelerating the test gas. This rscéiastrated via the distance-
time (x — t) wave diagram in Figure 4.2 along with the other processasatcur in X1.
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Figure 4.2: Ideal wave diagram of the shock and expansion processeprtidice the test flow
in X1 (Figure 1.2 from [23]).

Upon reaching the end of the shock tube, the primary shodkirep the light plastic
“secondary” diaphragm, which initially separates the tgs from the acceleration gas.
For ideal expansion tube operation, the secondary diaphragssumed to be massless
and to rupture instantaneously, as illustrated in Figuke Fhe compressed test gas is
then processed by an unsteady expansion and begins to expaitite acceleration tube
generating the “secondary” shock, which compresses arelaates the low pressure
acceleration gas. The unsteady expansion that propagadggam through the test gas
(downstream in the laboratory reference frame as expamswas travel at velocity — a

and the shock compressed test gas is supersonic) servegaodeit to the desired test
conditions. The test flow begins with the passage of the corsiarface between the
acceleration gas and the test gas past the model locatioa.tebh flow at the model

location is terminated by one of the following two eventse #rrival of the tail of the
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unsteady expansion, or the arrival of the disturbance chlonge¢he reflection of the head

of the expansion off the contact surface between the drivetlze test gas.

4.2 Low-Density Operating Conditions

To generate a rarefied hypervelocity test flow in X1, Chiu aisdch-workers used low
initial fill pressures in the shock and acceleration tubks, resultant test flow in the
acceleration tube was then further expanded via a freetethhe dump tank. As usual,
helium was used as the driver gas and, at the recommendédtioa author, nitrogen was
used as the test and acceleration gases to simplify CFD i of the test flow. The
set of nominal fill conditions used in the experiments of reffiee [49] are given in Table
4.2.

Section Fill Pressure Gas
Compression tube 536torr (71443Pa) He
Shock tube 14.5torr (1932.7Pa) 5N
Acceleration tube/dump tank 15Pa 9N

Table 4.2: Nominal fill conditions for X1 used in the experiments of mefiece [49].

The materials, thicknesses and approximate burst presséitbe diaphragms used

during low density testing in X1 are listed in Table 4.3.

Diaphragm Material Thickness Static Burst Pressure
Primary Steel 0.55mm ~19.25 MPa
Secondary Polyethylene  ;8n ~20 kPa

Table 4.3: Diaphragms used during low density testing in X1.

4.3 Low-Density Instrumentation

During low-density operation of X1, the flow field in the dungmk was surveyed using
bar gauges specifically designed for the experiments ofeefe [49]. These bar gauges
were used to give fast response Pitot pressure measuremehésimpulsively starting
flow. Surveys of the radial Pitot pressure distribution werade at six axial locations

between 25 and 340 mm from the exit of the acceleration tube.
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Bar gauges were used in preference to conventional Pitdsegravith piezoelectric
pressure transducers due to the poor response of such pndbesdensity, short dura-
tion flows [49]. It is the shielding in front of the PCB pressuransducer that causes a
conventional Pitot probe to have a poor response in such flolesshielding is necessary
to protect the pressure transducer from erosion causedaphidigm fragments travelling
with the flow at high speeds. The bar gauges used during losityesperation of X1 are

shown in Figure 4.3. They are a modified form of the converiibar gauge. To improve

Gauge Wire

Strain Gauge .
\g Piezoelectric Film Electrlc\: Cable

\ \
: T |

—
Electric Pad

Figure 4.3: Bar gauge design for low-density, impulsively starting fo{iFigure 2 from [49]).

the aerodynamic shielding of the bar and the survivabilitthe gauge, a steel disc of
9 mm diameter and 1 mm thickness was attached to the frontobf lear. Although the
addition of the disc slows the response of the bar gaugasédime is still only around
55 [49].

Two types of strain sensing elements were used in the baregaliging the program
of low-density testing in X1; piezoelectric polymer filmsg[7/and semiconductor strain
gauges (Kulite type ACP-120-300). Piezoelectric film witheial length of 10 mm was
wrapped around each bar with its most sensitive axis aligm#id the bar axis. Two
strain gauges were mounted on opposite sides of each barendiny compensation
arrangement allowing the axial strain in the bar to be messurhe strain gauge amplifier
had a rise time of Ls. It was noted during the experiments that the signals fiwen t
piezoelectric film gauges drifted during some tests. Theagfrom the semiconductor

strain gauges did not show this effect.

The calibration of the bar gauges using PCB impact hammge (186-C04 and 086-
D80) is described in reference [49]. The accuracy of thitbcation was estimated to
be +5%. The calibration of the bar gauges was then checked byngldar gauges in a
known flow produced by a shock tube. This was done because¢nage pressure over
the surface of the disc on the front of the bar gauge diffemnfthe Pitot pressure of the

flow: A curved bow shock forms in front of the gauge, causirgghessure on the disc to
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vary from close to the Pitot pressure at the center, to loakras near the edge of the disc.
From the shock tube tests, the overall uncertainty in thesomea disc average pressure
was estimated to b&7% for average pressures of the same order as those at thof exit
the expansion tube. Away from the exit of the tube in the egpantube tests, the Pitot
pressure drops to as low as 3% of value at the exit and the tandgrin the bar gauge
measurements increases. At the most distant locationsdedlin the flow field survey,
the uncertainty in the disc average pressure was estimatedrease to a maximum of

+15% [49].

During the low-density experiments in X1, a large spike i@ signal from the strain
sensing devices was recorded upon arrival of the flow at theyage locations. The
spike duration was typically around 18 and was attributed to ionization of the flow as it
is stagnated by the front of the bar gauge [49]. The spike eparated from the pressure
signal by positioning the strain sensing devices on thele that the spike has subsided

by the time the stress waves generated by the flow arrive atahsducer locations.

Static wall pressure was monitored at a number of locatitorggathe expansion tube
using commercially available PCB piezoelectric transdsi¢@11, 112 and 113 series)
[62]. These transducers have a diameter of 5.5mm and a respgone of between 1
and 2us. The transducers were mounted flush to the tube wall to ngeithe response
time. The manufacturer’s calibration factors were usedotovert the recorded voltages
to pressures. The designations, locations (distancestfieracceleration tube exit), sen-
sitivities, types and serial numbers of the active statespure transducers in X1's shock
tube and acceleration tube are given in Table 4.4. The giet&sure traces from these

transducers are used to calculate the primary and secosldack speeds.

4.4 Low-Density Experimental Data

For each low density test in X1, the static pressures aloagube were recorded at the
transducer locations given in Table 4.4 and bar gauge messsuere recorded at up to
three discrete locations in the dump tank. The data acquivethg shot S5157 (see
Chiu’s report [17] for the full set of experimental data) iegented here as an example
of the data obtained during a typical test. The shock speedidilapressures from shot
S5157 were used in the development of the CFD models presemt€thapter 5. For



4.4 Low-Density Experimental Data

77

Transducer Location Sensitivity Serial Number Transdlgpe
(mm) (V/kPa)
ST1 3585 1.50810* 8487 111A22
ST2 3410 1.67Q10°? 15290 112A22
ST3 3233 1.46010* 9533 111A22
AT1 2718  7.30410°3 14534 112A21
AT3 2018  1.506¢10°? 15292 112A22
AT5 1076  7.56%10°3 14536 112A21
AT7 376 412103 9569 113A21
AT8 120 1.624102 10633 112A22

Table 4.4: Designations, locations (distances to the left of the &ratibn tube exit), sensitivities,
types and serial numbers of active static pressure trapsslic X1.

shot S5157, the fill pressures were equal to the nominal fill pressgieen in Table 4.2.

The static pressure histories measured during shdiS535y the transducers in the shock

tube are shown in Figure 4.4. The primary shock speed waslastd to be 5240 m/s

Static Pressure Histories from Transducers in the Shock Tube
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Figure 4.4: Measured static pressure traces from transducers in tiok &litwe during shot SA57.

from the shock arrival times at the transducer locationse $tatic pressure histories

from four of the transducers in the acceleration tube arevehia Figure 4.5. It can

be seen that, prior to the arrival of the shock, the pressufieated by the transducers

iS non-zero in some cases and shows some drift in some cabkesishssociated with
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the acceleration sensitivity of the pressure transducEngse effects are most obvious
in the low pressure traces near the exit of the acceleratiba.t The transducers are
indicating pressures near the lower limit of their rangehigse traces e.g. transducer AT7
indicates about 10 kPa for shot 357 but the PCB type 113A21 pressure transducer
has a calibrated range of 0.345 to 1330kPa. The reason tlygegawe operated near
the low end of their range is that they need to be able to vatitsthe higher pressures
in the expansion tube associated with the passage of therdras down the tube. The
acceleration effects can be minimised with attention tdr tm@untings in the tube. This
was done in the present experiments and the drifts showigur&#.5 are the smallest that

could be achieved with the current transducers. The speibe secondary shock near the
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Figure 4.5: Measured static pressure traces from transducers in tleéegation tube during shot
S5157.

exit of the acceleration tube was calculated to be 8980 rofa the difference between
the shock arrival times at transducers AT7 and AT8. The ed&thuncertainty in the
measured shock speedstid%. During shot S8.57, three bar gauge pressure histories

were recorded at an axial distance of 125 mm from the ac¢mlrrube exit. These are
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shown in Figure 4.6. The histories were recorded on the derdgeand at a radius of
28 mm, both above and below the centerline. The noise caus#tebonization of the
flow when it first impacts on the bar gauges can be seen in therieis shown in Figure

4.6 at a time of around 35@s. To account for variations from the nominal conditions,

Bar Gauge Pressure History at 28mm Radius
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Figure 4.6: Measured bar gauge pressure histories from shdt55at 125 mm from the acceler-
ation tube exit.

the bar gauge pressure histories from each shot were neaddby an estimate of the
test gas Pitot pressure at the exit of the acceleration #hg, ., for that particular shot

[49]. Estimates of the test gas Pitot pressure at the exiteptd the acceleration tube
were calculated using the TUBE program [60]. TUBE computesstate of the test flow
from the fill conditions and experimentally measured shqodesls assuming inviscid,
one-dimensional flow in chemical equilibrium. Further dstaf the code can be found
in reference [60]. The nominal value of the Pitot pressutbh@tcceleration tube exit was
computed to be 627 kPa [49]. This value was used to normaks€FED results presented
in Chapter 5. The uncertainty in the calculated Pitot presgidominated by the-1%

uncertainty in the secondary shock speed and was estintabedti10%.
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The results of the flow field survey at all six axial locatiomglanine different radii
are given in Table 4.5 (refer to Chiu’s report [17] for thel flhta set) and are plotted in
Figure 4.7. The tabulated valugS.,/ Ppitot.c)av, @re the nominally steady bar gauge
pressures of the test gas, which have been normalised bystimeaéed Pitot pressure
at the acceleration tube exit and averaged over a numbestsf t&rom the tabulated
results, it can be seen that a core of high Pitot pressure tkistsenear the centerline
until 175 to 225 mm from the tube exit. At 225 mm the Pitot pteess uniform to within
experimental uncertainty [49]. Even at this distance, tineng axial gradient of Pitot
pressure near the centerline renders the flow unsuitabtesbng models with large axial
lengths. From the Pitot pressure histories, it was detexdhihat a nominally steady test

time of 50us is available 225 mm from the acceleration tube exit.

Axial distance (mm)| 25 75 125 175 225 340
(o) r=28 0.02 010 0.15 0.10 0.03

P”‘”, r=19 0.20 0.11 0.09
r=14 10.61 033 025 0.16 0.11
r= 055 0.29 0.17 0.10
r=20 095 0.72 054 0.20 0.10 0.03

(7e)
(7)
(7rc)
(wa,) r=-9 | 082 058 031 0.16 0.10
(7rec)
(7c)

r=_14|063 034 023 0.15 0.10
r—_19 0.18 0.14 0.10
(PPb—) r— _98 002 0.11 0.11 0.10 0.03

Table 4.5: Results of the low-density flow field survey of X1's dump tarilabulated values are
normalised, average bar gauge pressurésthe radius from the tunnel axis in mm.

4.5 Data Analysis Techniques

It was mentioned in Section 4.3 that the pressure measured te bar gauges differs
from the Pitot pressure due to the pressure variation oeefate of the disc attached to
the front of the bar gauge. CFD simulations of nitrogen intipgcon a disc normal to

the flow were run to determine the pressure distribution erfdbe of the disc [49]. Both

continuum (Mhcns) and DSMC codes [11] were used. From these simulatibngs

determined that the ratio of the average pressure on thdalibe Pitot pressure varies
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Experimental Flow Field Survey Results
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Figure 4.7: Experimentally determined profiles of normalised, avetagegauge pressure at sev-
eral axial locations in X1's dump tank.

from around 0.9 or less for continuum flow, to around 0.95,eteling on the Knudsen
number. In reference [49], it was recommended that Pitaiqunees computed using a
continuum CFD code should be multiplied by a factor of 0.98domparison with the

bar gauge pressures. This approach has been used in Chapter 5
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CHAPTER 5

Simulating Low-Density Hypervelocity Flow in

the X1 Expansion Tube

In this chapter, a series of computational approaches a&asepted, which have been
applied to simulate the flow in X1 during low-density opesati The aim of these simu-
lations was to produce a CFD model of X1 that reproduces tteestnd Pitot pressures
measured in the experimental investigation described ep@n 4, which should ensure
that the computational model is accurate. Once the accofdbg model has been estab-
lished, a wealth of information can be extracted from the C&fuilts that is not available
from the experimental data. Most importantly, it is possitd establish the variation of
flow parameters across the proposed test flow which detesmhether or not the flow
is suitable for experiments. The divergence of the core flawalso be determined along
with the degree of rarefaction of the flow. The final CFD modah @lso be used to
predict the performance of X1 at different operating candg. This would enable the
establishment of a tentative range of rarefied flows that egpréduced in X1. The range
of test conditions that can be produced is of great intecestdearchers who are likely to
utilise the facility. Those investigating the accuracy @NAC will require a large range
of test conditions to thoroughly assess the computati@chitique for varying degrees of
rarefaction at hypervelocity conditions. Other researsingay use the facility to experi-
mentally determine the aerodynamic characteristics eftey capsules or interplanetary

spacecraft that will undertake aerobraking maneuvers.

Section 5.1 begins with a discussion of some details agsocwith modelling X1,
including the CFD code that was used. Also included in thisise are calculations of the
inflow conditions for the initial simulations. Approximadeiver conditions are calculated

to enable unusual experimental results in the shock tubes tmestigated via a one-
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dimensional simulation. The final modelling detail disaas$s the computational grid
definition. In the next two sections, results of the initimhsglations of the acceleration
tube and dump tank are presented. The initial simulatiome vum for the two extremes of
flow chemistry; equilibrium and frozen flow. The results o imulations are compared
with experimental data and the flow processes that gendrattest flow are discussed
in some detail. In Section 5.4, non-ideal diaphragm ruptiyreamics are discussed.
Two models for non-ideal diaphragm rupture are presentddtaair effects on the flow

field are compared for both equilibrium and finite-rate flovewtistry. This was made
possible by the chemistry modelling implemented in the bagran CFD code, L1D (The
finite-rate chemistry modelling was implemented as parhisfthesis and is described in
Appendix A). The validity of assuming that the flow chemisirgs either in equilibrium

or frozen could also be determined from results presentddisnsection. One of the
non-ideal diaphragm rupture models (the “holding time” mipdvas then incorporated
into the full axisymmetric model of the acceleration tubel @ump tank. The results
obtained from running this model are the topic of Section Tbe best estimate of the
flow field in the dump tank obtained from the CFD models is ideldiin this section. The
chapter concludes with a discussion of the flow processésrthst be computationally
modelled in order to produce reliable estimates of the dandi in X1 when operated at

low densities.



5.1 X1 Modelling Details 85
5.1 X1 Modelling Details

For the operating conditions specified in Chapter 4, it waeeted that the flow through
the majority of X1 would be in the continuum regime. The flowosld only become
rarefied as it expands into the dump tank. One exception soishthat the gas within
the shock waves present in the facility would not be in thémaailibrium. However, it
has long been established [16] that this small nonequilibrregion does not seriously
affect the accuracy of continuum CFD results in the remaimmdehe flow field. The
assumption of continuum flow will be assessed in a later@etly examining the degree
of rarefaction throughout the facility. In regions where ttensity is high enough for the
gas to be considered a continuum, particle based methodsasuoSMC are extremely
inefficient due to the large number of particles and the higlfision rate required to
properly simulate the gas dynamics. As a result of this, mast efficient to initially
use a continuum CFD code to model the flow through the facilltye accuracy of the
continuum results can then be assessed in regions whererthielwm hypothesis breaks

down to identify whether a different simulation techniqeeequired in these regions.

To model the hypervelocity flow through X1 it is convenientise a shock capturing
CFD code that solves the compressible equations of gas dgsaithwas shown in the
analysis of flow through the SST (see Chapter 3) that thetsfféfdooundary layers are
highly significant for low-density flow thus viscous effeatsist be modelled by the CFD
code chosen. The high shock speeds present in X1 cause ttlemioessed gas to have
a very high static temperature, around 8000 K in some cad@s.nfay result in parts of
the flow having high levels of dissociation and some ionsathat need to be modelled.
One code that has all of the required features isdvib [38]. Mhcns is a multi-block
compressible Navier-Stokes solver with shock capturingabdity and a variety of gas
models including nitrogen in chemical equilibrium. The easl parallelised allowing it to
run on several processors simultaneously thus produciligj@as far more rapidly than
a conventional serial code. Mins has the additional advantage that it was developed
by Peter Jacobs, an academic within the Department of MemdddBingineering at the
University of Queensland, so the source code along with xpertise were available
when it was desired to incorporate additional featureseércthde. Mhcns is described in

detail in reference [38].
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An attempt was made to simulate rarefied flow in X1 using &fs in an earlier study
[87]. The simulation domain used in this study consisted cb@ical nozzle attached to
the exit of the acceleration tube and the dump tank. There wigmnificant discrepan-
cies between the CFD results and the experimental data te cotof the study. It was
suggested that the errors in the CFD results could be atddo the fact that the accel-
eration tube was not included in the CFD simulation, heneeetifect of the boundary
layer that grows along the acceleration tube wall was négdedo remedy this, both the
acceleration tube and the dump tank were included in the lmodléhe facility presented

here.

As a shock travels down the acceleration tube, a boundaey rpws in the flow be-
hind it. As this boundary layer is swept out of the end of theetut will have a significant
influence on the flow field in the dump tank during the test tididooundary layer also
grows behind the primary shock as it travels down the sho.tit is thought that this
boundary layer will have little effect on the test flow for tnemasons: First, the flow in the
shock tube has a much higher density and lower velocity thainn the acceleration tube
resulting in a much thinner boundary layer. Second, wherpthmeary shock arrives at
the secondary diaphragm, the gas that will comprise thdltesis located immediately
behind the primary shock where a boundary layer has onlypgstn to grow. The thicker
boundary layers further upstream of the secondary diaphsdguld have little influence
on the test gas as it is expanded down the acceleration tuteendt result of this is that
the cross-stream variation in the test gas as it exits theleration tube is chiefly due to
two-dimensional effects in the acceleration tube. Thislieggthat only the acceleration
tube and dump tank must be modelled two-dimensionally pexyan inflow condition at
the secondary diaphragm station can be accurately detedniiom either experimental
data or a one-dimensional code such as L1d [39]. The caionlaf the state of the gas
flowing into the model of the acceleration tube (inflow comh) is discussed further in

Section 5.1.1.

In all simulations X1 is modelled as being axisymmetric.sIjposes a slight problem,
as the dump tank is actually a rectangular prism as can bdresefrigure 4.1. The dump
tank has been modelled as a cylinder with a radius equal tomthienum distance from
the centerline to one of the dump tank walls. This is the dsgarom the centerline to

the top wall, which is 147.5 mm. It will be shown later in thisapter that the simulation
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time expires before any waves reflected from the modelledpdiamk wall encroach on
the test flow, so this approximation should not effect thenese of the test conditions.
The modelled geometry of the end of the acceleration tubetedump tank is shown in

Figure 5.1. In the simulations, the length of the accelerdtiibe was taken to be 2.91 m.
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@ indicates diameter

Figure 5.1: Modelled geometry of the end of X1's acceleration tube andmtank.

5.1.1 Inflow Condition Calculation

As the Mh.cns model of the X1 is truncated upstream of the secondaphthgm, an
acceleration tube inflow condition must be determined fersiimulation to proceed. The
modelled inflow conditions must closely approximate théestd the gas that flows into

the acceleration tube in the actual facility.

It is possible to make a purely analytical estimation of tefgrmance of an expan-
sion tube, and hence the acceleration tube inflow condibiased on the facility dimen-
sions, fill states and the expected driver performance. &undmnalysis was carried out
by Trimpi [83] for dissociating air assuming ideal diaphmagupture. However, experi-
mental investigations have revealed that this approaadhaiscurate [42, 75]. Neely [60]
cites viscous effects on the flow, due to the low quiescenpgassures in the shock and
acceleration tubes, as the primary source of the inadeggiatisuch analytical predic-
tive techniques. He goes on to state that one technique tonmsi this complication,
and any non-ideal driver effects, is to use the shock spekssreed during operation
of the expansion tube to calculate the shock strengths itetfteand acceleration gas.
This approach of using experimentally observed shock spsetiopted here to calculate
the state of the gas flowing into the acceleration tube, wihichitially taken to be the

conditions behind the primary shock as it arrives at the sgary diaphragm. Using the
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conditions behind the primary shock as our inflow conditiassumes that the secondary
diaphragm operates ideally. This implies that when the annshock arrives, the di-
aphragm material is instantly removed from the flow path st #treflected shock is not
generated. The effects of non-ideal diaphragm rupturexamimed in Section 5.4. The
conditions behind the primary shock are calculated fromfitheonditions in the shock
tube and the experimentally measured primary shock speeg te computational tool,
Shock1D (available from www.mech.ug.edu.au/staff/jatbbme/mtcns.tar.gz). This
code determines the post shock conditions by iterativelyirsg the Rankine-Hugoniot
relations using the secant method. The state variablesasutdmperature, pressure and
specific internal energy are recovered from the conserveablas, mass, momentum and
energy using a model of nitrogen in chemical equilibriumisiglas model accounts for
high temperature effects such as dissociation and iooizahat significantly effect the

post shock state. Figure 5.2 shows sample static press@suneenents at three locations

Shock Tube Static Pressure Histories in X1
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Figure 5.2: Measured static pressure traces from the shock tube in Xdgitest S5157 and the

post shock pressure from Shockl1D.

along the shock tube in X1 (see Chapter 4 for instrumentatgbails) along with the static
pressure level behind the primary shock computed usingldiihd\ote that the signal

from transducer ST2 becomes saturated before any steaglyideneached and that the
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recorded traces terminate before the arrival of the ungteagansion at the transducer
locations. It can be seen from Figure 5.2 that the measuaéd ptessures upstream of the
secondary diaphragm do not reach the calculated post sles&yye level until approxi-
mately 10Qus after the arrival of the primary shock. After this rise tilves elapsed there
is reasonable agreement between the measured pressusealede¢he values computed

from the observed shock speed.

Three factors that may contribute to the slow pressure esénid the primary shock
are; non-ideal rupture of the primary diaphragm, pistoregiyits and the geometry of the
compression tube. Non-ideal primary diaphragm rupturéedyl to be the major cause
as the duration of the pressure rise, approximately;H)0s of the same order as the
opening time of the diaphragm and it is expected that pressaves will be generated as
the diaphragm opens [68]. The internal geometry of the X1pr@ssion tube is shown in
Figure 5.3. Upon rupture of the primary diaphragm, an umstexpansion travels back
into the driver gas. When the expansion propagates intatiged diameter section of the
compression tube, compression waves form which travel dowam, gradually raising
the pressure in the shock tube above the level behind thaprishock. To investigate the
magnitude of this effect, the driver and shock tube have loeemputationally modelled
using the Lagrangian one-dimensional CFD code, L1D [39% (Sependix A for details
of this code). In order to do this, the conditions in the driiad to be estimated as

follows.

N w

ompression tube wall

P
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Compression tube 4 A aq Buffer , <
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275 5] 50 T
l Shock tube i.is
Axis of symmetry \ . .
Primary diaphragm

Figure 5.3: X1 driver geometry. Dimensions are in millimeters (Figurg som reference [43]).
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5.1.2 Driver Condition Calculation

The bulk temperature the of the piston compressed drivecgade estimated from the
measured primary shock speed and the burst pressure ofitharprdiaphragm [23].

For this analysis it is assumed that the driver gas expandsetgressure behind the
primary shock and the speed of the interface between therdaivd test gas. ShocklD
is used to calculate the conditions behind the primary shHomk the observed shock
speed (see Chapter 4 for experimental details), assumatdhé test gas is nitrogen in
chemical equilibrium. The speed of the interface is set taheespeed of the test gas
behind the primary shock, while the pressure of the comptedsiver gas is set to the
burst pressure of the primary diaphragm. Due to the pres#ribe buffer, there is no area
change between the driver and the shock tube in the immedatéty of the diaphragm.

Assuming that the expansion of the driver gas after diaphnagture is ideal, the sound

speed in the driver can be calculated using,

y—1y\ —1
1 o
a = tug 1 (B2) 7)) (5.1)
2 P4

where the subscript 4 refers to the unexpanded driver ga3 eefdrs to the fully expanded

driver gas immediately behind the interface. The heliunaeadris assumed to be an ideal
gas withy = 1.667 andR = 2077 J/(kg.K). The bulk temperature in the driver can then b
found using,

2

T, = ;‘—;{ . (5.2)
In the L1D simulation of X1's driver and shock tube, the prstace forms the left bound-
ary of the computational domain and is assumed to remaioséay at the position it
occupies when the diaphragm ruptures. The location of thtopiface at diaphragm
rupture can be calculated from the volume of the compresgeerdjas, which is found
using,

Mary L3R

Vy=———, (5.3)
P4

wheremy,, is the mass of the driver gas. If the leaks around the pistemaglected,
mgr, Can be calculated from the compression tube fill conditions the initial piston
position using the ideal gas law. The parameters calculaged) Shock1D and equations

5.1 to 5.3 are shown in Table 5.1 along with the fill conditiangial driver volume and



5.1 X1 Modelling Details 91

the measured primary shock speed.

Driver gas helium
Driver fill pressurepg;, 71.44 kPa
Driver fill Temperaturely,, 296 K
Initial driver volume 0.0182rh
Driver gas massy ., 0.0021 kg
Test gas nitrogen
Shock tube fill pressure,; 1932.0 Pa
Driver fill Temperature7’; 296 K

Measured primary shock speéd, ina-y 5244 m/s
Post shock flow speed; (Shock1D) 4748 m/s
Post shock static pressugg,(ShocklD) 548.58 kPa
Driver bulk temperaturel, (computed) 2792.5K
Primary diaphragm burst pressupe, 19.25MPa
Piston face position at rupture 0.13m

Table 5.1: X1 driver and shock tube conditions.

5.1.3 Effects of the Driver Area Variation

As mentioned earlier, the X1 driver and shock tube have bewteited one-dimensionally
using L1D to assess the effect of the area variation in theeddn the static pressures in
the shock tube. The computational domain for the L1D sinmutagxtends from the piston
face to the secondary diaphragm. The gas states of the catigma cells in the driver
were initially set to the bulk driver conditions shown in T@b.1 while the gas states of
the cells in the shock tube were initialised to the shock fubsonditions. A total of 500
cells were used in the simulation. The computed static predsstories at the transducer
locations in the shock tube are shown in Figure 5.4. The effiemompression waves gen-
erated when the unsteady expansion traverses the areaeahahg driver section can be
seen in this figure; a pressure increase is produced behargtithary shock as expected.
However, the pressure rise is small compared with that a¢chasprimary shock. One can
conclude that the area change in the driver is not the caudeeajradual pressure rise

observed in the experimental data.

Even though we haven't identified the cause of the gradualspre rise in the shock
tube, we shall return to the issues of simulating the flow anahceleration tube using a
fixed set of post-shock conditions, obtained shortly betbeeshock arrives at the sec-

ondary diaphragm.
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x 10° Pressure Histories at Transducer Locations from L1d
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Figure 5.4: X1 shock tube static pressure histories computed using L1D.

5.1.4 Grid Definition

The initial axisymmetric computational models of X1's detation tube and dump tank,
x1lrn2egandxlrn2froz(for X1 with a rarefied nitrogen test flow and equilibrium/em
chemistry), are based on the geometry shown in Figure 5ricdfvenience, let us define
the co-ordinater as being the axial distance from the exit of the acceleratibe, and
the co-ordinate as being the radial distance from the axis of the acceleratibe. The
computational models extend from the secondary diaphrdgtios atz = —2.91m to

a plane part way along the dump tankzat= 0.5285m. At the secondary diaphragm
location, the inflow condition discussed in Section 5.1.4es The other end of the com-
putational domain is modelled as a supersonic outflow bayndais assumes that waves
do not reflect off the downstream end wall of the dump tank dfetathe flow within
the simulation time. The results shown in later sectionsskibw that this assumption is
valid; at the termination of the simulations the second&gck is just exiting the com-
putational domain. The computational grid for the acceienadube has 3900 cells in the
axial direction and 30 cells in the cross-flow direction. Te#ls are radially clustered
towards the wall in order to adequately capture the bounkdger growth. This can be

seen in Figure 5.5, which shows a sample of the computatgmhear the exit of the



5.1 X1 Modelling Details 93

acceleration tube. For the most part, the computationdlfgri the dump tank has 300
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Figure 5.5: Sample of the computational grid fadrn2egandx1rn2frozat the entrance of the
dump tank.

cells in the axial direction and 210 cells in the cross-florediion. The computational
grid for the initial simulations is composed of a total of J@30 cells. The exact geome-
try of the initial computational model is contained in thenalation’s input parameter file,
x1rn2eq.sifsee Appendix B), which also includes the discretisatioaaufh block in the
model. Note that the input parameter file $dirn2frozis the same as forlrn2eqother
than the chemistry model being altered. For this reasogdih2eq.sits included in the
appendices. The cells in the model are initially filled withkdent temperature nitrogen

with a pressure of 15 Pa.

The computational grid for the simulations presented is tiiapter was arrived at
after a number of simulations were run on coarser grids, iclhvome of the flow features
did not appear to be adequately resolved. By refining thetgtide current level, the flow
features around the shocks and contact surfaces were sedrgrit the overall solution
did not vary much. This indicates that the results presenttds chapter are not sensitive
to grid resolution. Typical simulations run on the grid @eted in this section required
approximately 100 days of CPU time to solve on an SGI Origid@8upercomputer. The
physical time taken to run the simulations was considengslythan this, around 30 days,

as the simulations were run in parallel on up to 8 processors.
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5.2 Initial Simulation with Equilibrium Chemistry

The initial axisymmetric simulations of X1 operating at laensities were run for the
two extremes of flow chemistry; equilibrium and frozen flowhelresults of the simu-
lation with frozen gas chemistrylrn2froz(for X1 with rarefied N test gas and frozen
chemistry), are presented in the next section (5.3). Fainitial simulation with equilib-

rium gas chemistrylrn2eq(for X1 with rarefied N test gas and equilibrium chemistry),
the equilibrium nitrogen model of reference [69] is used.e Bpecies included in this
equilibrium model are moleculaf\,), atomic (V) and ionized V) Nitrogen, and elec-

trons €7). The results of the initial equilibrium nitrogen simulati are presented in this

section.

In order to accurately simulate the test flow in the dump témflow through the ac-
celeration tube must first be modelled correctly. To assésstver this has been achieved,
the computed static pressure histories at four transdocatibns along the acceleration
tube have been compared with the experimental pressu@ibsfrom these transduc-
ers. Figure 5.6 shows a comparison between the computesupegsistories from the
equilibrium nitrogen simulation and the raw experimentatied As the distance from the
secondary diaphragm station increases, the differeneeekeatthe computed and exper-
imental shock arrival times at the transducer locationsvgrarger. For this simulation,
the shock speed at the end of the acceleration tube (cadutaim the shock arrival times
at transducers AT7 and AT8) was found to be 4.46% greaterttiteaxperimental value
of 9062 m/s. A possible cause of this discrepancy is that $seraption of equilibrium
chemistry is not accurate; the validity of assuming the flevinichemical equilibrium
is explored in Section 5.4. Another possibility is the effetthe gradual pressure rise
behind the primary shock (see Figure 5.2). In calculatirggitiflow condition for the
Mb_cns simulations, it was assumed that the primary shockritesteously raises the
pressure of the test gas to the level calculated using SiEncKie secondary shock then
results from the discontinuity between the inflow gas andfithgas in the acceleration
tube. It is likely that this will produce a faster secondanpaek than that driven by the

lower pressures measured immediately behind the primargksh

To enable easier comparison of the computed and experitp@etsure traces, the

time scales of the experimental histories were shifted ignathe shock arrival times
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Figure 5.6: Computed and raw experimental static pressure historiéiseimcceleration tube of
X1 at transducer locations ATk E-2.718 m), AT3 £=-2.018 m), AT7 £=-0.376 m) and AT8
(z=-0.120 m). Computed values are frorirn2eq Experimental traces are from shot 36.

with those of the computed histories. Some of the experiaiéreices were also shifted
vertically to compensate for the non-zero readings prighgoarrival of the shock, this is
fair because it is believed that the drift seen is associattétthe acceleration sensitivity
of the pressure transducers, as discussed in Section 4edlihed pressure histories are
shown in Figure 5.7. It can be seen that there is very gooceagget between the shape
of the computational and experimental traces with a coupéxceptions: At transducer
AT1 the experimental pressure continues to rise after timepcbed history has leveled
off. At transducer AT3 it can be seen that the pressure gnadhiethe latter part of the
expansion is greater in the computed history. The high éxwertal pressures at AT1
may be caused by a shock reflected from the secondary diaphragis possibility is
explored in Section 5.5. The pressure gradient in the latergh the simulated expansion
may be greater than that measured experimentally becauke ahmodelled effects of

piston motion. The agreement between magnitudes of the emu@nd experimentally



96 Simulating Low-Density Hypervelocity Flow in the X1 Expansion Tube

measured pressure histories is also very good.
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Figure 5.7: Aligned computed and experimental static pressure hestan the acceleration tube
of X1 at transducer locations AT £-2.718 m), AT3 £ =-2.018 m), AT7 £ =-0.376 m) and AT8
(z=-0.120 m). Computed values are frothrn2eq Experimental values are from shot 38.

Now that it has been established that the simulation is isaeable agreement with
the experimental data within the acceleration tube, theltes the dump tank can be
examined. The highest quality experimental bar gauge presiata was measured with
resistive strain gauges attached to the sensing bars (sg#eCHld for details). One such
bar gauge pressure history is compared to the values froneghiibrium simulation
in Figure 5.8. As discussed in Section 4.4, both histories Heeen normalised by an
estimate of the Pitot pressure at the acceleration tubdreritthe TUBE program [60].
The Pitot pressure history from the CFD simulation has begtipfied by a factor of 0.93
to compensate for the difference between the measured bge gaessure and the Pitot
pressure (see Section 4.5 for more details). The time-afalee experimental history
has been altered so that the shock arrival times coincidésthat from the simulation

results, this is to compensate for the error in the compubedis speed (4.46%) that
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was identified earlier. The overall trends in bar gauge piresafter the arrival of the
secondary shock (at~ 330 iS) are in reasonable agreement. However, the sharp spike in
Pitot pressure immediately following the arrival of the @edary shock in the simulated
history is smeared over a much longer time period in the exyartal trace. This is
partially due to the response time of the bar gauage. Fromr&i§.8 it can be seen that
the simulationx1rn2eq has overestimated the steady Pitot pressure of the tesbffow
approximately 25% at that particular location.

Normalised Bar Gauge Pressure Histories at x=175mm, r=14mm
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Figure 5.8: Normalised bar gauge pressure histories in the X1 dump t@bkrin from accelera-
tion tube exit at a radius of 14 mm. Computed values are fxdm2eq

The major flow processes that occur in the dump tank can béfieenn the simulated
pitot pressure history shown in Figure 5.8. The initial ptee jump (at ~ 330 uS) in
the simulated history is due to the arrival of the secondanck that compresses the
acceleration gas. The contact surface between the shockgsed acceleration gas and
the test gas (secondary contact surface) arrives arousdater. A gradual increase in
pitot pressure begins later in the history; this signifiesatrival of the unsteady expansion
at the transducer location. There are several featuresipitbt pressure histories that
cannot be attributed to the major flow processes mentionelftr. The most visible of

these features are the spikes in Pitot pressure that occoedmately after the arrival of
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the secondary shock and the contact surface. To gain insighthe flow processes that
cause the spikes, a series of contour plots showing the temolof the flow field in the

dump tank are shown in Figure 5.9.

t=0.325ms

Figure 5.9: Contour plots of Mach number showing the evolution of the ffaild in the dump
tank for the simulation, x1rn2ed.is the time since secondary diaphragm rupture.

The initial pressure spike is due to the starting proceshefree-jet, which is anal-
ogous to the nozzle starting process described in Sectlon/s the secondary shock
travels into the dump tank the area of the shock surfaceases which causes the shock
to decelerate. When the nitrogen in the dump tank is proddsgehis shock, its Mach

number is lower than that of the gas that was originally indheeleration tube, which
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has been expanded to a high Mach number. An upstream facou $brms to process
the gas originating from the acceleration tube, reducmyetocity to that behind the sec-
ondary shock. A contact surface is present between the tackshand it separates the

gas originating from the acceleration tube and from the dtank.

A second, longer duration spike in the computed Pitot presisistory occurs imme-
diately after the secondary contact surface arrives atrdresducer location. The phe-
nomena suspected of causing this feature was observed blysJecprevious expansion
tube simulations [37]. As the secondary shock and contatasinear the end of the
acceleration tube, the distance separating them remasestely constant. This is be-
cause the mass flow rate of acceleration gas through thedagoshock is balanced by
the mass flow rate of gas bleeding into the boundary layehatdhie mass of gas between
the shock and contact surface remains constant [54]. Theeaation gas bleeding into
the boundary layer tends to accumulate just upstream ofd@benslary contact surface
forming a large bulge in the boundary layer [37]. The bulge clearly be seen in Fig-
ure 5.10, which shows the computed temperature contoulngiadceleration tube 303

after secondary diaphragm rupture. At this time the seagnoiantact surface is located

X1 Acceleration Tube Temperature Contours
0.3 ms After Secondary Diaphragm Rupture
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Figure 5.10: Computed temperature contours showing the boundary laygelin X1's acceler-
ation tube at =300yus.
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atz = —0.105m and the peak of the boundary layer bulge ig at —0.12m. A series
of radial Pitot pressure profiles at axial locations thraugtthe region of the bulge are

shown in Figure 5.11. While the details of the flow processethis region have not
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Figure 5.11: Radial profiles ofP,;;,; at axial locations in the region of the boundary layer bulge
in X1's acceleration tube at=300pus.

been resolved, their effect on the Pitot pressure is appaien = —0.11 m, just behind
the contact surface, the Pitot pressure profile is fairlyfarm outside of the boundary
layer. Atz = —0.12m, the location of the peak of the boundary layer bulge, tlodilpr
becomes slightly peaked, with the pitot pressure at theedamt exceeding its value at
x = —0.11m. Atz = —0.125m the boundary layer bulge has begun to thin and the
Pitot pressure has dropped significantly across the entse The Pitot pressure near the
centerline then rises gradually as the distance from thk pkthe bulge increases. At
x = —0.14m, which is beyond the tail of the bulge, the Pitot pressurtatcenterline
has increased back to its original value. The Pitot presseae the centerline follows the
same trends as those observed behind the contact surfdwedéormputed Pitot pressure
history in the dump tank. It appears that the variation inttessure behind the contact
surface in the dump tank is a result of the Pitot pressuratian near the acceleration

tube centerline in the region of the boundary layer bulge.
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Normalised Bar Gauge Pressures 125 mm from the X1 Exit
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Figure 5.12: Normalised bar gauge pressure profiles in the X1 dump tanR%atahd 225 mm
from acceleration tube exit during the passage of the test@amputed values are froxirn2eq
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Figure 5.12 shows a comparison of the computed and expetahi®ar gauge pressure
profiles during the passage of the test flomat 125 mm andx = 225 mm. From the
profiles atz = 125mm, it can be seen that the width of the high Pitot pressure cor
of the flow has been computed with reasonable accuracy. Twdtseof an Eulerian
simulation of the flow in X1's dump tank were presented in mefee [49] where the
effects of the boundary layers in the acceleration tube wegdected and the width of
the core flow was significantly larger than that inferred friiva experimental bar gauge
pressure profiles. This indicates that the boundary laytetiseaend of the acceleration
tube have a significant effect on the structure of the test fldve profiles at: = 125 mm
also show that the computed Pitot pressures fxdmm2eqgat radii greater than 14 mm are
in good agreement with the experimental data. However, tbiggs at this location and
at the nominal test location at= 225 mm both show that the equilibrium simulation has

significantly overestimated the Pitot pressure near thesdare.

In Section 5.1 it was stated that the validity of using a aoniim CFD code (such as
Mb_cns) to simulate the low-density flow through X1 must be as=s#sThis was done
by evaluating Bird’s breakdown parametét,(see Section 2.2 for details), throughout
the facility. It has been argued that the continuum desonpof the flow is no longer
valid when the value o exceeds 0.04 [10]. At the instant considered (35)) the
breakdown parameter only exceeds 0.04 within the free jettime dump tank. The
computed contours aP in this region are shown in Figure 5.13. It can be seen that the
core of the test flow is in the continuum regimefas well below 0.04 near the centerline.
The high values of’ in the flow that has expanded around the corner at the actietera
tube exit indicate that this region of the flow will be subjexfairly strong non-continuum
effects; the characteristic temperatures of the threerthlevelocity components will be
significantly different. It is expected that the flow in thegion will not greatly affect the
properties of the test flow near the centerline. The onlyrotbgions where the critical
value of P is exceeded are within the shocks. However, as discussedatio8 5.1,
the accuracy of shock capturing Navier-Stokes solvers isompromised by the non-
continuum effects that occur within shocks. From this datgppears that the accuracy
of the estimated core flow conditions from Mins should not be severely affected by
non-continuum effects. It is important to note that the guahis project is to produce

a test flow where the breakdown parameter based on model/%izes of the order of
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Figure 5.13: Computed contours of the breakdown paramdtehased on the macroscopic gra-
dient of density at =350us.

0.04. The value of? (the breakdown parameter based on macroscopic flow grajlient
being less than 0.04 in the core flow does not compromise thas @s the size of the
model should be considerably less than the length scalellmaséhe macroscopic flow
gradients. The reason for this is that for most experimemesirable for the flow over
the model to be approximately uniform, which requires the ffpadients to be small in

comparison to the model size.

In summary, there are two main problems with the results efatuilibrium sim-
ulation, x1rn2eq the shock speed is slightly too high and, more importantig, pitot
pressures computed near the centerline in the dump tank@targe. One possible ex-
planation for this is that the flow through the acceleratigretis frozen, which means that
the flow expands too rapidly for chemical reactions to talee@land significantly alter
the composition of the gas. As the gas flowing into the acagtar has a high level of
dissociation, freezing the chemistry should reduce thsibEnenergy of the flow down
the tube by preventing the release of chemical energy itdlolv via recombination. It

was thought that this would result in lower shock speeds dad fressures.
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5.3 Initial Simulation with Frozen Chemistry

To simulate frozen flow in the acceleration tube and dump tesikg Mhcns, the pres-
sure, temperature and velocity of the inflow gas at the seagrtiaphragm station were
taken to be the equilibrium values presented in Sectiorl5.The flow through the re-
mainder of the facility was then modelled as being a caldyiqeerfect gas withy = 1.4.

This prevents the chemical energy tied up in the dissocietedponent of the inflow
gas from re-entering the flow via recombination. This mintlos effect of frozen gas
chemistry although the values of R, C,, andC, will be incorrect. The results from a

simulation using this techniquelrn2froz are presented in this section.
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Figure 5.14: Aligned computed and experimental static pressure hesani the acceleration tube
of X1 attransducer locations AT £-2.718 m), AT3 £ =-2.018 m), AT7 £ =-0.376 m) and AT8
(z=-0.120 m). Computed values are frorirn2froz Experimental values are from shot_38.

Figure 5.14 shows a comparison between the computed pedsstories fronx1rn2froz
and experimental data that has been aligned as in SectiorFbr2this simulation, the

shock speed at the end of the acceleration tube (calcullaedthe shock arrival times at
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transducers AT7 and AT8) was found to be 6.19% lower than tberemental value of
9062 m/s. So, as expected, freezing the flow chemistry seisudt significant reduction in
the shock speed. It can be seen that the agreement betweersiiae computational and
experimental traces is as good as in the results from thdil@gum simulation,x1rn2eq
(see Figure 5.7). The two discrepancies that were obsenvkiresults oklrn2eqare
still present. The agreement between magnitudes of thalipartions of the computed
and experimentally measured static pressure historiesis lgetter than in the results of
x1rn2eq The combination of the lower computed shock speed and tegtgas model
has lowered the pressures between the secondary shockeandritact surface so that

they are in agreement with the experimental level.
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Figure 5.15: Normalised bar gauge pressure histories in the X1 dump t@bknin from acceler-
ation tube exit at a radius of 14 mm. Computed values are kbm2froz

As in the previous section, the computed Pitot pressurentyist the point £ =
175mm, r = 14mm) is compared to a bar gauge pressure history measuregl th&n
strain gauges mounted on the sensing bar at this locatiarédults of the frozen simu-
lation and the experimental history are shown in Figure mb¥malised and aligned as in
the previous section. From Figure 5.15, it can be seen thie Wie agreement between

the shape of the two histories is quite good, the Pitot presfuom the frozen simulation
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are much higher than the measured bar gauge pressures. Mgty steady bar gauge
pressure of the test flow from the frozen simulation is alntmsible the experimental
level at this particular location. It is known that the esran the computed velocities are
reasonably small as the shock speed is underestimated #%6.This implies that the
high pitot pressure are due to a large overestimation of &msity. The high density val-
ues result from the fact that the temperature of frozen tesisfis generally lower than
for those in equilibrium, due to the higher level of dissticla. The overestimation of
Pitot pressures by the simulation with frozen chemistry loartonfirmed by examining
Figure 5.16. This figure shows a comparison of the computied priessure profiles dur-
ing the passage of the test flowaat= 175 mm, and the nominally steady measured bar
gauge pressure levels at this location. The error in the Cieblgs is very large around
the centerline, indicating that a frozen gas compositiorisa valid chemistry model for
simulating the flow through X1 when operated at low-densttyditions. It is apparent
that the Pitot pressures in the facility are being reducesidmgye unmodelled mechanism.
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Figure 5.16: Normalised bar gauge pressure profiles in the X1 dump tankntii%rom acceler-
ation tube exit during the passage of the test gas. Compatadssare fronx1rn2froz
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5.4 Non-Ideal Diaphragm Rupture and Chemistry

It was noted in the previous section that an unmodelled nreshmwas decreasing the
total pressure of the flow through X1. One such mechanisninésabeen omitted from the
computational models thus far is the diaphragm rupturege®cAn assumption of ideal
diaphragm operation was made in Section 5.1.1, and thisresgilne diaphragm material
to be instantaneously removed from the flow path upon the etngfahe primary shock.
This results in the behaviour illustrated in the wave diagsbown in Figure 5.17(a). Of
particular note is that the primary shock is not reflectedwelcer, experiments by Shinn
and Miller [75] with helium test gas have shown that the shedlected from a diaphragm
maintains sufficient strength to travel over 110 mm upstreamthe oncoming test gas
even for the thinnest practical diaphragm (3.8 polyester film). The test gas originates
from the vicinity of the secondary diaphragm hence a portbiit will be processed
by the reflected shock and experience the resultant lossah joessure and increase
in entropy. In addition to this, the temperature rise belimal reflected shock may be
sufficient to produce a level of dissociation that can onlglinated by recombination
in the unsteady expansion that follows secondary diaphnagrture. Neely [60] noted
that for air as the test gas, the severity of the expansioncaage effective freezing of

the composition, leading to a nonequilibrium test flow.



108 Simulating Low-Density Hypervelocity Flow in the X1 Expansion Tube

~~Secondary Shock

- (10)
Secondary Diaphragm
Va

: /
Shock Tube Acceleration Tube

b)

J. Characteristic

Reflected Diaphragm Path
Shock 7 0)
2 } ( Test-Gas Particle Path
|

. ]

: |

P

X

c)

Figure 5.17: x — t wave diagrams for secondary diaphragm rupture modelsia) @laphragm
operation, b) inertial diaphragm model and, c¢) holding timedel. Figure 2.10 from reference

[8].



5.4 Non-ldeal Diaphragm Rupture and Chemistry 109

The manner in which the secondary diaphragm ruptures vidceboth the strength
of the reflected shock and the rate of expansion of the test Qgeration of the X1
has shown that the light (secondary) diaphragm is sheamadrits circumference by
the shock processed test gas. This leaves the detachedatjapmaterial, which may
be solid or vapourised, to travel with the flow [60]. The babav of the detached di-
aphragm material in the flow is unclear, but it is known thaickhspeeds observed in
the acceleration tube could not be generated unless thbrd@p ceases to act as an ob-
stacle to the flow within approximately one tube diameterhaf diaphragm station. It
has been suggested that fragmentation of the diaphragm hoaythe test gas to leak
past the diaphragm material [60]. A detailed computaticbadly of diaphragm rupture
processes was carried out by Petrie-Repar [67] using ararmgtric Euler solver that fea-
tured adaptive meshing and time variant boundary condititising this CFD code both
the fragmentation and inertia of the light diaphragm cowgdnodelled. Unfortunately,
the Eulerian nature of the Petrie’s code renders it unsieifab modelling complete facil-
ities where viscous effects are important. However, twgosgnone-dimensional models
have been developed to account for some of the effects ofdeal-diaphragm rupture

without requiring the use of a specialised CFD code.

The planar, “diaphragm inertia” model for light diaphragapture was proposed by
Morgan and Stalker [56]. In this model itis assumed that thplittagm is sheared cleanly
around its periphery upon the impact of the primary shodkeh remains intact and pla-
nar as it is accelerated by the pressure field. The inertihefiaphragm material is
assumed to be the sole source of resistance to its motiondi@paragm material is re-
moved from the flow path approximately one tube diameter dtonegam of the diaphragm

station to account for its eventual fragmentation and thkdge of the test flow past it.

A second one-dimensional model for non-ideal diaphragriurepvas used by Wilson
[88]. In this model the inertia of the diaphragm is represdrity having the diaphragm
remain intact after the impact of the primary shock for a gpgt“holding time”. After
this time the diaphragm is instantaneously removed fronfltve path without further

affecting the flow.

The differences in the wave processes caused by diaphragtaiand holding time
models can be seen by examining the Figure 5.17. The motitmeadiaphragm in the

diaphragm inertia model relieves the pressure behind fleeted shock so that it weakens
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over time (see Figure 5.17(b)). This lowers the temperattitke test gas and hence the
initial dissociation level. Additionally, the diaphragmertia limits the initial expansion
rate allowing effective recombination to occur [8]. For tia@ding time model (see Figure
5.17(c)), afully stagnant region is formed behind the réfléshock. A centered unsteady
expansion then forms when the diaphragm instantaneougtynes at the expiration of
the holding time. The strength of the reflected shock is nenagated until the head of
the expansion intersects it, leading to a significantly arghitial level of dissociation
than for the diaphragm inertia model. Due to the strengtihefreflected shock and the
instantaneous rupture of the diaphragm, the initial exjpanste is also greater for the
holding time model, leading to stronger nonequilibriuneets in the expanding test gas.
The combination of these two effects indicates that theekegf test gas dissociation will

be overestimated by the holding time model.

The effects of the diaphragm rupture models on the nondmuitn flow composi-
tion in an expansion tube has been studied previously by 8akd Morgan [9]. In their
study, the nonequilibrium flow composition was found by fasmputing pressure-time
histories for a number of test particles, then using a firate-chemistry package to calcu-
late the composition time histories. The pressure timehes for the test particles were
calculated both analytically, assuming a perfect gas, amdemically with equilibrium
chemistry. This analysis assumes that the flow processesdbtiar in the expansion tube
are decoupled from the effects of nonequilibrium chemjsttyich may not be the case.
The implementation of finite-rate chemistry modelling ie thagrangian one-dimensional
code, L1D (see Appendix A for details), enables the directgarison of the effects of
the two diaphragm rupture models on the flow chemistry in Xithwhe gas dynamics
and chemistry properly coupled. To achieve this, both tHdihg time and diaphragm
inertia models were included in a set of L1D simulations ef filow through X1's shock

tube and acceleration tube.

The diaphragm inertia model was implemented in an L1D sitradaxlinertdia,
by modelling the sheared diaphragm as a light piston. ;/A%thick polyethylene sec-
ondary diaphragm was used in the low-density shots in X1. ddresity of polyethy-
lene is around 2300 kg/fmresulting in the 19.05 mm radius diaphragm having a mass of
2.36x10 %kg. The computational domain of the simulation extends ftbmentrance
of the shock tube, at =-5.0m, to the exit of the acceleration tubezat 0.0m. The
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2.36x 10 ° kg piston that represents the sheared diaphragm matemsahitially located
at the secondary diaphragm stationzat-2.91 m. The gas in the shock tube was di-
vided into 500 Lagrangian cells. The cells were clusteragtds the diaphragm location
to maintain reasonably small cell sizes when the gas neadiiphragm is rapidly ex-
panded. The strength of the clustering along with the otimeunlation parameters can be
obtained from the simulation’s input parameter fk&jnertdia.Lp, which is included in
Appendix B. The initial state of gas in the shock tube was sé¢hé conditions behind
the primary shock, which are listed in Table 5.1. This effedy initiates the simulation
upon the impact of the primary shock on the secondary digphralrhe gas in the ac-
celeration tube was discretised into 500 uniform cellsjnisal state was that of room
temperature nitrogen at 15 Pa. The simulation was allowedrtdor 254, by this time
the diaphragm had travelled around 50 mm from its initiahkoan, which is slightly more
than one tube diameter. The simulation was then halted adidphragm removed from
the flow, as required by the diaphragm inertia model. The Eittran was then restarted
without the diaphragm present and allowed to run until 20@fter the rupture of the

secondary diaphragm. Viscous effects were omitted to asamfounding influences.

Roberts, Kendall and Morgan [72] calculated effective mddimes for a number of
light diaphragms used in expansion tube. This was done bgtearting anz — ¢ wave
diagram from heat flux signals recorded in the region of tlagldiagm, extrapolating to
determine the delay between the impact of the primary shodklae time at which the
secondary shock is transmitted into the acceleration tetwea planar 13m polyethylene
diaphragm (similar to the @m polyethylene diaphragm used during low-density testing
in X1), the holding time was found to be of the order of;&over a range of pressures
behind the primary shock that includes value encountereahgliow-density testing in
X1. For this reason a holding time of 18 was adopted here. The holding time model
was implemented in an L1D simulatioxilht by first running a simulation in which the
primary shock reflected from a solid wall. This initial siratibn was run for a holding
time of 10us following the reflection of the primary shock. The reflecstbck was
found to travel 8.45 mm upstream within the 49 period. The computed state of the
stagnant gas behind the reflected shock is given in TableTh&.simulation including
the holding time model was then formulated by dividing tha/fioto three gas slugs: The

first gas slug extended from the entrance of the shock tube &.0 m to the location of
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N Mass Fraction Histories at Transducer AT1
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Figure 5.18: N mass fraction histories at AT1 froriinertdia andx1htusing both finite-rate and
equilibrium chemisty.

the reflected shock at=-2.91845m, and contained gas with the conditions behiad th
primary shock given in Table 5.1. The second gas slug extefide the reflected shock
location to the secondary diaphragm station:at-2.91 m, and contained gas with the
conditions behind the reflected shock given in Table 5.2.fifta gas slug extended from
the secondary diaphragm station to the acceleration tubatex=0.0 m, and contained
ambient temperature nitrogen at 15 Pa. When this simulataminitiated, there was no
barrier to prevent the gas behind the reflected shock frordesnlg expanding into the
acceleration tube, thus simulating the instantaneousireif the secondary diaphragm
after a 1Qus holding time. Each of the three gas slugs was discretise@50 Lagrangian
cells. The simulation was terminated 2@®after the rupture of the secondary diaphragm.
As in the simulation including the diaphragm inertia modagcous effects were not

modelled.

Figure 5.18 shows a comparison of the atomic nitrogen massidn (fy) time his-

tories computed using the two different diaphragm ruptuoelefs with finite-rate chem-
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Post reflected shock static pressure 6826.4 kPa
Post reflected shock static temperature 10284 K
Post reflected shock.)Nnass fraction 0.5807

Post reflected shock N mass fraction 0.4189
Post reflected shockNmass fraction 3.80710~*
Post reflected shock enass fraction  1.49210~8

Table 5.2: Stagnant equilibrium conditions behind the shock refledteth the secondary di-
aphragm in X1.

istry. Simulations were also run with equilibrium chemysso that the departure from
equilibrium in different parts of the flow could be assessdthe time histories were
recorded at the location of transducer ATkrat-2.718 m. The timet, on the horizontal
axis is the time since the arrival of the secondary shock.otuhately, L1D produces
erroneous values at the intersection of blocks due to somesalved problem with the
numerics (personal communication, P. A. Jacobs). Thesaspswalues are visible in the
fn histories at =2 us in the results of the diaphragm inertia simulations and=at0us

in the results of the holding time simulations. While theaties are non-physical, they
do not effect the remainder of the flow field and can be disgagh personal commu-
nication, P. A. Jacobs). In the period just after the arrofahe contact surface, around
t =3 us, the flow is highly nonequilibrium. The departure from dipium is greater for
the holding time simulation due to the higher initial expansrate. Ast increases, the
flow passing the transducer location has been processechgli@sportion of the expan-
sion, hence the equilibrium value 6f increases. The value ¢f; does notincrease much
in the equilibrium diaphragm inertia simulation becausergflected shock is being con-
tinuously weakened, hendg; of the gas prior to expansion is lower than in the holding
time simulation. The effects of reflected shock attenuai@mnot seen in the holding time
simulation until aftert =40us. At this time, the gas flowing past the transducer location
has been processed by the reflected shock after the headesftfuesion has intersected it
(see Figure 5.17(c) for a graphical representation). Thekesming of the reflected shock
lowers the dissociation level behind it, which causes tlaelgal decrease in the value of
fn between: =3 us and the time at which the reflected shock passes the trasrddoe-
tion. The delayed attenuation of the reflected shock in thaimgtime simulation allows
it to travel further upstream, this results in the reflectiedck being swept past AT1 at a

later time than in the diaphragm inertia simulation. Frogufe 5.18, it can be concluded
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that the main difference in the flow chemistry resulting frthva use of the two diaphragm
rupture models, is the greater level of dissociation preisghe gas expanded prior to the

attenuation of the reflected shock in the holding time sitaa
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Figure 5.19: Temperature distributions 2@ after secondary diaphragm rupture from
xlinertdia andx1lhtusing both finite-rate and equilibrium chemisty.

By comparing the finite-rate and equilibriufiy histories for each rupture model sim-
ulation, the importance of nonequilibrium effects can bgeased. It can be seen from
Figure 5.18 that for the holding time simulation, the deypafrom equilibrium is signifi-
cant for approximately 4fs following the arrival of the secondary shock. It is inteirgs
to note that despite the large initial deviation from edurilim, the nonequilibrium flow
chemistry is only better approximated by the frozen disstomn level for a 1Qus period
following the passage of the shock. For the diaphragm merithulation, the flow chem-
istry approaches to within 5% of equilibrium only 26 after the arrival of the secondary
shock. The greater significance of nonequilibrium effestéhe holding time simulation
is further exemplified by the temperature distributions 28@&fter diaphragm rupture,

which are shown in Figure 5.19. The distributions shown is tigure have been shifted
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to align the shock positions; this was necessary to compef@ahe unequal wave speeds
that result from the different chemistry models. For thedimgd time simulation, the tem-
perature of the test gas upstream of the contact surfaceés than the equilibrium level
owing to the fact thafy has not yet increased to the equilibrium level. The agreémen
between the temperature distributions for the diaphragamiammodels is very good. The
difference between the two distributions upstream of tiflected shock is due to the dif-
ferent equilibrium states predicted by the finite-rate asd €quilibrium chemistry models
(see Appendix A for details). The temperatures just upstrefithe contact surface are
higher for the simulation with finite-rate chemistry, whighthe opposite of what was
expected. A possible explanation for this is that the gakigregion has recombined to
some extent, releasing chemical energy into the flow thatfreaen during the expan-
sion process, hence raising the temperature above thefleaekquilibrium simulation.
Coincidentally, the temperature distribution from theiérium holding time simulation

is in reasonable agreement with the results of the diaphragrtia simulation, as can be

seen from Figure 5.20.
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Figure 5.20: A comparison of the equilibrium temperature distributi@®)us after secondary
diaphragm rupture fromlinertdia andx1ht

In summary, use of the holding time model for diaphragm rrgotlong with finite-
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rate chemistry results in a higher dissociation level ofitfiggal portion of the expanded
test gas than for the more realistic diaphragm inertia mode&Vas also determined that
the departure from equilibrium of the test flow is much greatben the holding time
model is used. These results are in agreement with the onkiof Bakos and Mor-
gan [9]. At least one new conclusion that can be drawn fromrekalts presented in this
section; for the low-density operating conditions prelsensed in X1, the flow condi-
tions towards the end of the tube predicted using the holilimg model with equilibrium
chemistry are in reasonable agreement with those compsted the diaphragm inertia
model with either finite-rate or equilibrium chemistry. Ia@ion 5.3, it was observed that
the results of the two-dimensional simulation with equilion chemistry agreed more
closely with experimental data than those of the corresimgnsimulation with approx-
imate frozen chemistry. This observation is supported leyrédsults presented in this
section; for both diaphragm rupture models, the flow comjoscalculated using the
finite-rate chemistry model is more closely approximatedh@yequilibrium composition

than by the frozen one.
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5.5 Axisymmetric Simulation with the Holding-Time Model

To investigate whether the experimental conditions in Xdldde better simulated with
the inclusion of a non-ideal diaphragm rupture model, thdihg time model described
in the previous section was incorporated into an_fis simulation. The holding time
model was used because the more realistic diaphragm imeotiiel cannot be easily im-
plemented in a non-Lagrangian CFD code such aschh Equilibrium chemistry mod-
elling was used in preference to a frozen composttias it was shown in the previous
section that this provides a solution in reasonable agreemigh that computed using

finite-rate chemistry modelling.

To implement the holding time model in the Mims simulationx1rn2srhr, two extra
blocks were added to the computational grid described itic®@e8.1.4. The first extra
block extends from a location in the shock tube at-3.11 m  is the horizontal distance
from the exit of the acceleration tube) to the location of #heck reflected from the
secondary diaphragm at the expiration of the holding tinmeSéction 5.4 the reflected
shock was calculated to beat-2.91845 m, after a 10s holding time has expired. The
first extra block initially contains gas with the conditidmeshind the primary shock given
in Table 5.1. The second extra block extends from the reflesk®ck location to the
secondary diaphragm stationaat -2.91 m, and initially contains gas with the conditions
behind the reflected shock given in Table 5.2. When this strari was initiated, there
was no barrier to prevent the gas behind the reflected shook $uddenly expanding
into the acceleration tube, thus simulating the instardaseupture of the secondary
diaphragm after a 10s holding time. Details of the discretisation of two extradis can
be found along with other details in the simulation’s inpatgmeter filexlrn2srhr.sit

which is included in Appendix B.

To assess whether the flow through the acceleration tubedessrbodelled correctly,
Figure 5.21 shows a comparison of the computed static prees$ssiories at four trans-
ducer locations along the acceleration tube and the expatahpressure histories from
these transducers. The experimental data has been shifleel same manner as in Sec-
tions 5.2 and 5.3. For the simulation incoporating the hdime model, the computed

shock speed was found to be 8.1% greater than the experinvahia of 9062 m/s. A

IFinite-rate chemistry modelling has not been implementédb_cns to date.
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Figure 5.21: Aligned computed and experimental static pressure hegani the acceleration tube
of X1 at transducer locations ATX £-2.718 m), AT3 £ =-2.018 m), AT7 £ =-0.376 m) and AT8
(z=-0.120 m). Computed values are frorhrn2srhr. Experimental values are from shot 38.

possible cause of this is the effect of the gradual pressseeoehind the primary shock
(see Figure 5.2). It can be seen that again there is very ggreemment between the shape
of the computational and experimental traces, with one mi@e At transducer AT3, it
can be seen that the pressure gradient in the latter pare@&bansion is greater in the
computed history. As mentioned in Section 5.2, the presg@adient in the latter part of
the simulated expansion may be greater than that measysedmentally because of the
unmodelled effects of piston motion. In the results of tmawdations without the holding
time model, it was seen that at transducer AT1 the experimhpressure continued to rise
after the computed history had leveled off. This problemin@as been resolved by the
inclusion of the holding time model, confirming that a reféetshock is generated dur-
ing the rupture of the secondary diaphragm. The agreeméneba magnitudes of the
computed and experimentally measured pressure histsredso quite good, the higher

pressures behind the shock are caused by the overestinthtesgdfock speed.
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Now that it has been established that the simulation is isaeable agreement with
the experimental data within the acceleration tube, theltes: the dump tank can be
examined. Figure 5.22 shows a comparison of the computedxpetimental bar gauge

pressure histories 175 mm from the exit of the acceleratibe &t a radius of 14 mm. It

Normalised Bar Gauge Pressure Histories at x=175mm, r=14mm
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Figure 5.22: Noramised bar gauge pressure histories 175 mm from the £iecacceleration
tube at a radius of 14 mm. Computed values are frdmm2srhr,

can be seen that the agreement between the nominally sezaly bf the two histories
is quite good, however, in this case the magnitude of the Pressure spike due to the
reverse shock is far greater in the experimental historiidnre 5.23 a number of Mach
number contour plots are presented that show the evolufitredlow field in the dump
tank. At the time of the last frame of this figures= 0.34 ms, the test flow has just arrived

at the nominal test location at= 225 mm.
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t=0.31ms

t=0.32ms

Figure 5.23: Contour plots of Mach number showing the evolution of the ff@id in the dump
tank for the simulationx1lrn2srhr ¢ is the time since secondary diaphragm rupture.
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Normalised Bar Gauge Pressures 25 mm from the X1 Exit
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Figure 5.24: Normalised bar gauge pressure profiles in the X1 dump tank ah@d 75 mm from
acceleration tube exit during the passage of the test ganp@ed values are froirn2srhr.
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Normalised Bar Gauge Pressures 125 mm from the X1 Exit
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Figure 5.25: Normalised bar gauge pressure profiles in the X1 dump tarkseaad 175 mm from
acceleration tube exit during the passage of the test gaap@ed values are froxirn2srhr.
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Normalised Bar Gauge Pressures 225 mm from the X1 Exit
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Figure 5.26: Normalised bar gauge pressure profiles in the X1 dump tarksaad 340 mm from
acceleration tube exit during the passage of the test gaap@ed values are froxirn2srhr.
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Figures 5.24 to 5.26 show a comparison of the full set of erpartal bar gauge
pressure profiles in the dump tank and the results of the atmal x1rn2srhr, during
the passage of the test gas. The agreement between botratieeastd magnitude of the
computed and experimental profiles is much better than fostmulations presented in
the previous sections. This confirms that it is importantndude the effects of non-
ideal secondary diaphragm rupture in a computational mofihe facility. From the
profiles at 75 and 125 mm from the acceleration tube exitntmaseen that the computed
Pitot pressures near the centerline are slightly overaséicdhdue to the secondary shock
speed being overestimated by 8.1%.:A+ 175 mm, the divergence of the test flow has
caused the core of high Pitot pressure flow to be spread atmdsimp tank such that the
agreement between the computed and experimental bar geaggeipe profiles appears to
be improved. At the nominal test location= 225 mm, the Pitot pressure is reasonably
uniform near the centerline, indicating that it would betabie for experiments. The
agreement between the computed and experimental profigstésgood considering the
amount of scatter in the experimental data. The experirhealaes atr = 340 mm are
considerably higher than the computational results. lteiéeled that this is due to the

high degree of rarefaction at axial locations so far intodtep tank.

Having established that the results from the simulatiotusiog the holding time
model are in reasonable agreement with the experimentalalaeference [49], the es-
timated test conditions from this simulation will now be geated for the benefit of re-
searchers conducting experiments in X1. The profiles of sompertant flow properties
at the nominal test location, = 225 mm, are shown in Figure 5.27. The profiles shown
are fromt¢ = 370 us, at this time the test flow is nominally steady. It is belebvkat
the most significant errors in the estimated conditions laosé in the flow speed, and
hence the Pitot pressure and Mach number. It appears thattteequantities have been
estimated more accurately for the following reasons: theresf around 17% in Pitot
pressure near the centerlinezat= 75 mm is approximately what is expected for an 8%
error in flow speed, which indicates that the estimate of llensust be fairly accurate;
the static pressure traces from near the exit of the acoelaibe indicated that the static
pressure of the flow has been estimated with reasonableaaycuFrom Figure 5.27 it
can be seen that the axial velocity is fairly constant actiesgest flow. The variation in

Pitot pressure seen in Figure 5.26 is due to the variatiorensitly across the test flow.
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Figure 5.27: Computed profiles of density, axial velocity, radial vetgand static temperature at
the nominal test location in X1, 225 mm from acceleratioretakit. Profiles are from= 370 us.

The profile of radial velocity shows that the flow angularigcbmes very high as radius
increases. This may pose a problem for researchers who wigstt models with large
widths.

Figure 5.28 shows the variation of rarefaction parameteas| velocity and density
along the centerline in the dump tanktat= 370 us, which is during the test time at
x = 225mm. From the axial profile of the breakdown parameter basegharbject size
of 10 mm, it can be seen that at the nominal test locakigrr 0.1, so we would expect
strong non-continuum effects in the flow over a model of ttas.sThe large axial gradient
of density seen in Figure 5.28 is problematic for testing et®avith large axial lengths.
The computational data presented in Figures 5.27 and 5di&aitres that the test flow
produced during low-density operation of X1 is well suitedesting relatively compact
models, such as blunt bodies, at rarefied hypervelocityitond. The test flow speed
generated in X1 is of the same order as that encounteredgdaminerobraking maneuver,

which will allow computational techniques such as DSMC tekperimentally calibrated
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Figure 5.28: Computed profiles of breakdown paramet@s,, Knudsen numbetn, (based on
D = 10 mm), axial velocity and density along the centerline in theng tank. Profiles are from
t = 370 us when the secondary contact surface is locatad=at425 mm.

for the conditions encountered during this important agaion.
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5.6 Conclusion: Required Simulation Features

In this chapter, the results of a number of simulations haenbpresented and com-
pared with experimental data. In each consecutive CFD mtdemodelling of the flow
through X1 was varied. This allows some conclusions to beai@n the degree of model

complexity that is required to produce reliable estimatab®real conditions.

To estimate the width of the high Pitot pressure core flow & diamp tank with
reasonable accuracy, it was necessary to resolve the bguaglar along the acceleration
tube wall. This requires the computational model to inclueous effects and at least

some of the length of the acceleration tube.

To establish what chemistry model is most appropriate fefltw in X1, axisymmet-
ric simulations of the facility were run with both equilibm and frozen chemistry. The
secondary shock speed was overestimated by 4.5% in theagiorulwith equilibrium
chemistry while it was underestimated by 6.2% in the sinmoitatvith frozen chemistry.
The simulation with frozen chemistry overestimated thetptessures in the facility by
a much greater margin than the equilibrium simulation, gatihg that the equilibrium
model more accurately represents the actual flow chemisinys conclusion was sup-
ported by the results of one-dimensional simulations ofaledity with both equilibrium

and finite-rate chemistry.

The effects of non-ideal diaphragm rupture were modellethénfinal axisymmetric
simulation of X1 via the inclusion of the holding time modet fight diaphragm rupture.
The error in the secondary shock speed increased to 8.1%sisithulation. However,
the inclusion of the holding time model significantly impealvthe agreement between
the computed and experimental bar gauge pressures in the tunk and also brought
the computed static pressures near the secondary diaplmégioser agreement with
those measured experimentally. This indicates that it poitant to include the effects of
non-ideal diaphagm rupture to accurately simulate the flod when operated at low

densities.
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CHAPTER 6

Conclusions

This thesis was concerned with the development and apiplicat computational mod-
els of the flow though hypersonic impulse facilities when theilities are operated at
conditions designed to produce a rarefied test flow. The vaygective was to take a
step towards the provision of a rarefied hypervelocity test fh a wind tunnel facility,
which could then be used to experimentally assess compuoé&tnethods such as DSMC.
Computational models of two impulse facilities, the Smdlb&k Tunnel (SST) and the
X1 expansion tube, were developed during the course ofhlieisig. The final chapter of
this thesis is concerned with the conclusions that can berdfiaom the development of
these models and the results that were obtained from thesonReendations are made
regarding how the SST should be operated, what flow processss be modelled to
successfully simulate the flow in impulse facilities, andawfurther computational and

experimental work should be undertaken on the topic of tiesis.

6.1 Modelling of the SST

The SST is incapable of producing a hypervelocity test floe tuits limited stagnation
temperature. Instead, it was proposed to use this facdityeinerate a high Mach num-
ber, rarefied non-reacting reference flow for computatiamal experimental techniques
to be applied in X1. To assess the feasibility of this propa@sgint analytical and com-
putational approach was taken. First, analytical calautatof the operating conditions
required to produce a target level of test flow rarefactiorevearried out. Computational
models of the facility were then formulated to investigate tlimensional effects such as
boundary layers and the nozzle starting process, which negiected in the analytical

calculations.
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Axisymmetric simulations of the flow though the SST’'s Machohimured nozzle
and test section revealed that, in order for the nozzle to staperly during low-density
operation, the backpressure in the test section must beeddiuch that the test flow is
significantly underexpanded. When this was done, a reaooalform test flow was
generated despite the nozzle being operated at pressu@si@nof magnitude lower
than it was designed for. The simulations also revealedttigathick boundary layer at
the nozzle exit, which forms along the nozzle wall during ddensity operation, causes
the test flow to expand less than was anticipated in the acallgalculations. This results
in the test flow failing to meet the target level of rarefastishen the SST is operated at

the analytically determined conditions.

Axisymmetric simulations of the flow though the SST's Machonical nozzle and
test section revealed that the conical nozzle will starpprly with a backpressure four
times larger than that for which the contoured nozzle walistThe reasons for this are the
shorter length of the conical nozzle and the stronger, fealda pressure gradients present
along its entire length. Further simulations were run inchiithe pressures in the facility
were reduced below those calculated analytically. Throaghterative process a new
set of operating conditions were determined that are predlito generate a reasonably

uniform test flow with the target level of rarefaction.

Evaluating different rarefaction parameters thoughoatftow field in the SST re-
vealed that while rarefaction effects should be presentsmall model placed in the test
flow, the flow field itself can be adequately simulated usingratiouum CFD code. From
a simulation of the entire SST, it was determined that a Usafefied test flow still results
when the variations in nozzle supply pressure are takeractount. Finally, through a
review of rarefaction effects that have been presentedtititdrature, an experiment was
devised in which measurable rarefaction effects shouldrbsent if the experiment is

conducted at the new test flow conditions.

The overall conclusion from the study of low-density flowhe{SST is that the facility
is capable of producing a high Mach number rarefied test flitisifoperated as specified
in this thesis. Hence, the proposal to use the SST to produnoe-seacting reference flow

for computational and experimental techniques to be agjphiX1 is feasible.
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6.2 Modelling of X1

Since 1998, an experimental investigation into producimgrafied hypervelocity test
flow in X1 has been undertaken at the University of Queend@ni9]. To complement

this study, an investigation into the computational madglof low-density hypervelocity

flow in an expansion tube was carried out as part of this th@$is results of a number
of simulations of low-density flow though X1 were presente@€hapter 5 and compared
with the experimental data of reference [49]. In each of iheukations, some aspect of
the computational modelling was altered. This allows soorkusions to be drawn on
the degree of model complexity that is required to produtielle estimates of the real

conditions.

To estimate the width of the high Pitot pressure core flow & damp tank with
reasonable accuracy, it was necessary to resolve the bguagar along the acceleration
tube wall. This requires the computational model to incluideous effects and at least

some of the length of the acceleration tube.

To evaluate whether it was valid to use a continuum CFD codegntolate the low-
density flow through X1, the Bird’s breakdown parameter [d#@F evaluated thoughout
the facility at one instant. Non-continuum effects wererfdto be limited to the interior
of shocks and the flow that has expanded around the cornes atteleration tube exit.
It is expected that the flow in this region will not greatlyeadit the properties of the test

flow near the centerline.

To establish what chemistry model is most appropriate feflthw in X1, axisymmet-
ric simulations of the facility were run with both equilibm and frozen chemistry. The
secondary shock speed was overestimated by 4.5% in theagiorulwith equilibrium
chemistry while it was underestimated by 6.2% in the simohetvith frozen chemistry.
The simulation with frozen chemistry overestimated thetRiressures in the facility
by a much greater margin than the equilibrium simulationjdating that the equilib-
rium model more accurately represents the actual flow cligmi$his conclusion was
supported by the results of a number of Lagrangian one-dgraeal simulations of the
facility with both equilibrium and finite-rate chemistryh@&se simulations were primarily
used to investigate the effects of two non-ideal diaphragpture models, the “holding

time” and “diaphragm inertia” models, on the flow in the aecation tube. It was found
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that the use of the holding time model along with finite-rdteraistry results in a higher
dissociation level of the initial portion of the expandesttgas than for the more realis-
tic diaphragm inertia model. It was also determined thatdéygarture from equilibrium
of the test flow is much greater when the holding time modekidu At least one new
conclusion that can be drawn from the results presentedsrthbsis; for the low den-
sity operating conditions presently used in X1, the flow ¢bods towards the end of the
tube predicted using the holding time model with equilibriohemistry are in reasonable
agreement with those computed using the diaphragm ineddehwith either finite-rate

or equilibrium chemistry.

The effects of non-ideal diaphragm rupture were modellethénfinal axisymmetric
simulation of X1 via the inclusion of the holding time modet fight diaphragm rupture.
The error in the secondary shock speed increased to 8.1%sisithulation. However,
the inclusion of the holding time model significantly impealithe agreement between
the computed and experimental bar gauge pressures in the tunk and also brought
the computed static pressures near the secondary diapmégeioser agreement with
those measured experimentally. This indicates that it poitant to include the effects of
non-ideal diaphagm rupture to accurately simulate the floWd when operated at low

densities.

Having established that the results from the simulatiotugiag the holding time
model were in reasonable agreement with the experimentaldaeference [49], the es-
imated test conditions from this simulation were preseffvedhe benefit of researchers
conducting experiments in X1. The computational data prtesin Figures 5.27 and 5.28
indicates that the test flow produced during low-densityrapen of X1 is well suited to
testing relatively compact models, such as blunt bodiesgratied hypervelocity condi-
tions. The test flow speed generated in X1 is of the same osddbiahencountered during
an aerobraking maneuver, which will allow computationahtgques such as DSMC to
be experimentally calibrated for the conditions encowedeaturing this important appli-

cation.
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6.3 Recommendations

A new set of operating conditions for the SST with the Mach fdical nozzle installed
are presented in Table 3.7. These conditions have beercfgedo produce a uniform
Mach 6.5 test flow with a breakdown parameter of 0.04 (basedroadel size of 10 mm).
Before attempts are made to use these new operating carslitioexperimental research,
a Pitot pressure survey of the test flow should be carriedoovtifiy the accuracy of the
simulations presented in this thesis. Once this has beempleted, it is recommended
that a spherically blunted cone with a nose radius of 3 mm bkedein the SST when
operated at the conditions given in Table 3.7. During thestst it is recommended that
the stagnation point heat flux be measured with one of thefilhingauges currently in
use at UQ. It is hoped that the rarefaction of the test flow gé@lise the stagnation point

heat flux to measurably deviate from its continuum value byentiban 10%.

The results presented in this thesis indicate that to p@dgcurate estimates of the
flow field in X1 when operated at low-densities, the minimurmafdlow processes that
must be modelled are: the boundary layer in the accelerattza the equilibrium chem-
istry of the flow; the effects of non-ideal secondary diaghmauputure. As the flow in
some regions of the dump tank is non-continuum, a DSMC sinauna@f the free jet into
the dump tank should be carried out to more thoroughly agkesaccuracy of the con-
tinuum estimations made in this thesis. It is recommendatdabmputational techniques
listed above be used to calculate the state of the gas exiitehngcceleration tube, which
can then be used as an inflow boundary condition in the DSM@lIaimn. Other aspects
of the computational modelling of X1 that require furthevestigation are the gradual
opening of the primary diaphragm, which may account for tfalgal pressure rise be-
hind the primary shock, and the effect of non-equilibriurercistry on the results of an
axisymmetric simulation. Also, the simulations preserntethis thesis should be re-run
on a more refined computational grid to better capture featauch as the boundary in

the acceleration tube.
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APPENDIX A

Implementing a Finite-Rate Chemistry Model

In a Lagrangian 1D Code

The initial simulations of the flow through X1 were run for theniting situations of
equilibrium gas composition and frozen gas compositioough the expansion. This
approach has been used previously by Miller [53], howevéc|Ee [81] indicated that
finite-rate effects are important. The question needs taultddr explored and a flow
solver incorporating finite-rate chemistry modelling can used to determine whether
one of these extreme flow chemistry models is appropriaté, aw accurate flow field
solution can only be obtained if the finite-rate at which clereactions proceed is

included in the gas dynamic modelling.

Jacobs’ one-dimensional code, L1D [39], is extremely uskfiumodelling expan-
sion tubes because its Lagrangian nature enables it to m@mily simulate piston and
diaphragm motion together with the motions of the gases.ifipéementation of finite-
rate chemistry modelling in L1D is simpler than in a flow seliased on a control vol-
ume formulation because there are no fluxes of species betwd®'s Lagrangian cells
(control masses). Using L1D with finite-rate chemistry mbdg, the flow chemistry in
X1 resulting from the diaphragm inertia model of light diagdpm rupture (described in
Chapter 5) can be investigated by modelling the diaphraganight piston. The effect of
the holding time model on the flow composition can also besseskusing L1D, allowing
the two diaphragm rupture models to be explored, along wilti thie effects of finite-rate

chemistry.

This section describes the implementation of finite-ratenaistry modelling in L1D.
It begins with a presentation of the equations governingdtes of production of reacting

chemical species, and a description of the 5-species eitrogpdel used for the expansion
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tube modelling. The governing equations and numerical attlused in the modified
version of L1D are then discussed. This section concluddsayresentation of two test
cases designed to verify that the finite-rate chemistry rinwds correctly implemented
in L1D.

A.1 Finite-Rate Chemistry Model

In 1990, Gupta, Yos, Thompson and Lee [30] published a rewkreaction rates and
thermodynamic and transport properties for an 11-specdiesi@del for chemical and
thermal nonequilibrium calculations up to 30,000 K. Thegmse of this report was to
provide the thermochemical models required to succegsutiulate the nonequilibrium
flow environment surrounding hypersonic vehicles. Theswlitmns are very similar to
those present in an expansion tube operating at low pressH@vever, to simplify the
analysis of the test flows, X1 is presently operated usin@gén not air. A finite-rate
chemistry model for nitrogen can be extracted from the ldcigs air model of Gupta,
Yos, Thompson and Lee [30] by including reactions that omiplve the various species
of nitrogen and electrons. The result is 5-species nitrogedel that includes 5 reactions

between the species. The 5 species included in the model are,
Ny, N, NJf, N* ande .

The reactions included in the model are shown in Table A.thérfirst reaction, /5"
is a third body which in our case is a nitrogen molecule. SeEgenitrogen models that
include the reactions listed in Table A.1 have been preddmte number of authors [63,
64, 65, 12]. In some of these models, such as those devisedrky@3, 64], the general
third body M5 in reaction 1 is replaced with,, the actual compound thaf, represents.
As a result of this, the equations governing the speciesioraates that were presented
in reference [30] incorporate features that are not presetfite equations presented by
some of the other authors. In the interest of generalityetiigations governing the net

rate of production of each of the species are presented ageirence [30].

For any multicompontent gas witki.S reacting chemical species andr possible re-

actions between them, the stoichiometric relations gamgrthe reactions, such as those
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Reaction Reaction Third body,
Number,r M

1 Ny + My = 2N + M, N,

2 Ny+ N =2N+ N

3 N+e =Nt +2e

4 No+ Nt =N+ N

5 N+ N=N,+e"

Table A.1: Reactions included in the 5-species nitrogen model.

listed above, can be written as,

kg
SMaXe = YN BLX (A.1)
kb,r

wherer =1, 2, ... ,NR. N.J is the number of reacting species,S, plus the number
of catalytic bodies«;, andg;, are the stoichiometric coefficients for the reactants and
products respectively.X; is the concentration of théth species or catalytic body in
moles per unit volume. The catalytic bodies can be reactivegnical species or linear

combinations of non-reacting species.

The net rate of production of species mass per unit volume per unit time is given

by,

NR
dX;
ammy (), A2
or,
NR
wi = Mz Z (ﬁi,r - ai,r) (Rf,r - Rb,r) (AS)
r=1

where); is the molecular weight of species g/mole and,

NJ 7,7
Ryr =kpy Hj:l (v50)"

Ny 5 (A.4)
Ryy = ks H]’:1 (vip)7"r

Herek;, andk,, are the forward and backward rate coefficients forithiereaction and

v, is the mole number, which is defined as,

2

) (j=1,2,..,NS)
S (

j—NSyi ’}/Z) (]ZNS+1,,NJ)

N Sk

Vi = (A.5)
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wherep is the density in g/cr f; is the mass fraction of speciésnd X; has units of
moles/cm. The constants/;_yg,; are functions of the catalytic efficiencies of theS
species and determined from the linear dependence of tagywatbodies on theVs
species [30]. The values of the constants for the 11-spagiesodel are given in Table
A.6 in Section A.4. In the 5-species nitrogen models wheéyes used explicitly instead

of the general third body)/,, there are no catalytic bodies defined and hence values of

Z;_ns, are not required.

The rate coefficients;, andk,, are expressed in the modified Arrhenius form as,
k= Ap,TPre Psa /T

o = Ay TPre P07

whereTp,  andTp,  are the characteristic temperatures for the forward ankviarci
reactions, respectively. Values of the rate coefficientsife five reactions in the nitrogen

model extracted from reference [30] are shown in Table A.2.

Reaction Forward Rate Coefficient, Backward rate coefficien
Number, T k.

r (cm?/mole.sec) (crfmole.sec)

1 1.92 x 107705 6—1.131><105/T 1.09 x 106 7-0.5

2 4.15 % 1022T—1.5 6—1.131><105/T 2.32 % 1021 T—1.5

3 (1.1 4 0.4) x 10327314 g~ 1L69X10°/T (9 94 (.7) x 1040 745

4 2.02 x 1011T0.81 671.3><104/T 7.8 % 1011 T0.5

5 (1.4 £ 0.3) x 1013 ¢ 6.78x10%/T (1.540.5) x 1022715

Table A.2: Forward and backward rate coefficients for 5-species reémanodel extracted from
[30].

The values given in Table A.2 are only appropriate for flowoegles up to about
8 km/s. For higher flow velocities, such as those present intb& backward rate coeffi-

cients can be obtained from the forward rate coefficientsgysi

by, = L7 (A.6)

)
eq,r

This method of calculating the backward rate coefficientssisd for all flow conditions
in the other 5-species nitrogen models surveyed [63, 64, B¢ equilibrium constants

K., , were obtained at a set of discrete temperatures using theapartition functions
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and molecular partition functions provided in referencé][6The computed values of
K., were then curve fitted in reference [30] using the least spuemrve-fit method to

obtain the following expression fdt., , as a function of temperature:
In(Keq,) = Ax.,, 2° + Bg,, . 2" + Cx.,, 2> + Dx,,, Z* + Ex,,, Z + Fx.,, (A7)

where,
Z =1In (10*/T).

Since the electronic partition functions of atomic speaiessignificantly affected at high
temperatures and low densities, the curve fit coefficientsfefence [30] are given for 6
different values of total number density. These curve fifft@ents are used in preference
to those of Park [64] as Park’s coefficients were obtained sigguonly five discrete
temperatures (2000, 4000, 6000, 8000 and 10,000K) and amit of this they are in
disagreement with the exact values at higher temperat&@sThe curve fit coefficients

in equation A.7 are listed in Table A.7 in Section A.4.

For implementation of the 5-species finite-rate chemistogleh of nitrogen in L1D,
the forward rate coefficients of references [30], [63] art] [ere initially included. At-
tempts to solve the test cases described in Section A.3lesl/daat there are numerical
problems associated with using the forward rates coeffigiehreferences [30] and [63]
in L1D: There was difficulty in maintaining the stability di¢ scheme at the beginning
of each simulation, and the allowable time step monatotyickcreased for the entire
simulation time. For this reason the forward rate coeffiserf reference [64] alone were
finally adopted. These are listed in Table A.3. Note thatemtity, the rate coefficients
of reaction 3 are functions of the electron temperatureenthié rate coefficients of reac-
tions 1, 2 are governed by the geometric average of the \dmia@ttemperature and the
translational-rotational temperature [63]. As L1D is a-teeperature code, all rate co-
efficients and flow properties are determined from the thelynamic temperature. This
assumes that the vibrational-electron-electronic teatpeg is the same as the heavy par-
ticle translational-rotational temperature, which iglwges inaccuracies into the model.
The rate coefficient parameters for reaction 4 were takan federence [63] as they were
not listed in reference [64]. This should not be a problenhagarameters for the charge-

exchange reaction are inconsequential; the reactiongate fast that the process is most
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likely in local equilibrium, in which case the ratio of the ssafractions of the two ions

becomes a function of temperature and not the rate coeffi@8h

r Af,,« Bf,r TDf,r
(cm?/mole.sec) K

1 7.0 x 10%! -1.6 113,200

2 3.0 x 10% -1.6 113,200

3 2.5 x 1033 -3.82 168,600

4

5

9.85 x 10'*  -0.18 12,100
2.0 x 10" 0.0 67,500

Table A.3: Parameters for determination of the forward rate coefftsidar dissociating and
weakly ionizing nitrogen from reference [64] (parametensreaction 4 are from reference [63]).

The set of equations presented in this section, along wéthate coefficients given in
Table A.3 and the equilibrium constant curve fits in Table,A&&n be used to calculate
the rate of production of each species in a reacting multpmment gas. In the next
section, a description of L1D with this finite-rate chemystiodelling incorporated into
it is presented. Verification that the finite-rate chemistrgdel for nitrogen has been

correctly implemented is presented in Section A.3.

A.2 Implementation of Finite Rate Chemistry Modelling

in L1D

L1D is a computer program for the simulation of transientvffacilities such as light-gas
launchers and free-piston driven shock tunnels. The aigiode was written by Jacobs
[35] and has been added to by the author. This section desdtie numerical modelling

behind L1D with a focus on the finite-rate chemistry modelladded by the author.
The principal features of L1D are:
e A quasi-one-dimensional formulation of the equations gowvey the gas dynamics.

The axial distance along the facility is the only spatial rciiwate however, the

effects of a gradual variation of the cross-stream area adefted.

e A facility is modelled using several components which carshgs of gas, pis-

tons/projectiles or diaphragms. The slugs of gas may bepemtkent or interact
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with neighbouring components. The motion of the pistormggatiles and the be-
haviour of the diaphragms are coupled to the gas dynamiah&iboundary (end)

conditions of the gas slugs.

e The discretisation of the gas slugs is Lagrangian. Eachlggsssdivided into a set

of control-masses (or gas particles) and their positioagalowed.

e A robust shock capturing scheme that allows the same setuaitieqs to be used
to compute the motion of the gas whether a shock is presenttorTie scheme
results in shocks being smeared over a couple of compugtietis. In practice,
this is not a problem as any smeared shocks can be sharpenedrégsing the

resolution of the discretisation.
e Nominal second-order accuracy in both time and space.

e Viscous effects are included using the standard engingedrrelations for friction
and heat transfer in pipe flow. These correlations were déror steady incom-
pressible flow however, they seem to perform adequatelynalsitions even though

the flows are predominantly unsteady and are very compiteg8@).

e Several different gas types are modelled through the ireoiusf suitable equations
of state and viscosity curve-fits. While each gas slug cate@oonly one gas type,

it may be a homogeneous mixture of other gases.

e Finite-rate chemistry is simulated by applying the conagon equation to the
species mass fractions within each cell. The reaction ratesxplicitly calcu-
lated from the species mass fractions, temperature andtglana cell. (This is the

new feature/capability.)

To simulate a specific facility, a model of the facility is astbled from a number of
components, which may be pistons, diaphragms or gas slinsh\are contained within
a duct with a specified area profile. The description of eachpmment is formulated
separately and components interact via their boundaryitonsl. The core of L1D is a
time-stepping loop that first applies the specified boundangditions and then advances
the state of the entire system forward in time by a small imenet known as a time

step. The following subsections describe the governingmdintial equations for the gas
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dynamics, the equations of state, and the time-steppingnsehimplemented in L1D.
Jacobs’ report [39] should be referred to for details of ttleepaspects of L1D, which
have not been altered.

A.2.1 Gas Dynamics

In L1D each gas slug is modelled from a Lagrangian perspecttere each slug is di-
vided into a number of control masses (referred to as célig)rhove in a variable-area
duct. Flow in only one dimension is considered and any araa@és in the tube area are
assumed to be gradual. While the one-dimensional fornaulatf the gas-dynamic equa-
tions cannot properly model the boundary layer along the will, some of the boundary
layer’s effects are modelled through the addition of wa#tahstress terms into the mo-
mentum equation and heat transfer terms in the energy egqualhese approximations
are arguably the most troublesome part of the modellinggg®as they cannot be fixed

later by simply increasing the resolution of the simulafid@).

T
}K cell nterface
L J i |+ 1/2
-

Figure A.1: A typical control-mass or Lagrangian cell.

A typical control-mass cell (labelleg) is shown in Figure A.1. Its interfaces with
adjacent cells are labellgd— £ and;j + 1. In the Lagrangian description, the velocity of

the cell interfaces equates to the local fluid velocity;

wherez is the position of the cell interface ands the local gas velocity computed with

a Riemann solver described in reference [39].
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The average density within the cell is given by,

m;

Pj = — )
A (IL’]J%—SL‘?%)

where(-) represents an average value in a celf,is the constant mass of gas in cgll

(A.9)

and A is the area of the duct.

The net mass rate of production of speciés cell j per unit volume per unit time,
w; j, Is calculated using equations A.3 to A.7 and the curve fiesg@nted in Tables A.3

and A.7. The time derivative of the species mass fracgfgﬁ,is then found using,

: 1000
fij = —Wwij, (A.10)
Py

Note that using this equation to calculayfg neglects the binary diffusion of species
between cells, which has been assumed to be negligible ley attthors (e.g. [19]). The
routines for calculating the reaction rates for the 5-sgenitrogen model are included in

the file n2fr.c and are called by the functioréactionrates within L1D.

Pressure forces acting on the cell interfaces and viscausdacting at the duct wall

govern the rate of change of momentum in a cell, which is gisen

d

dtm]u] pjf%A];% —ijr%A] 1+pj (A +1— A];%) — Fyar — Fioss| , (A.11)

where F,,,;; is the shear friction force at the wall arfd,,, is an effective body-force
due to pipe-fitting losses, for example. The calculatiorhefe loss terms from standard

engineering correlations is described in detail in refeedi39].

The work done at the cell interfaces and heat transfer frandtitt wall cause the rate

of change of energy within a cell, which is given by,

i m;E; = [pj—%Aj—%uj—% —PiprAjup G5 (A.12)
where,
i 1
__64-j£:1000 Tﬁ fit 50

is the total specific energy of the gads the sensible internal energy of the gas mixture,
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q is the rate of heat transfer into the cell aii//?), ; is the molar heat of formation of
specieg at the reference temperatufg = 0 K. This term provides the mechanism for
energy absorption and release due to chemical reactiorsdudiion ofg using standard
engineering correlations for heat transfer in pipe flow isadéed in detail in [39]. Note
that there is no shear stress term in the energy consenedioation. The reason for this
is that the kinetic energy lost due to the action of the wadlesststress adds to the internal
energy of the gas near the wall and, as there is no mass trdregfecen cells, the total

energy of the cell is not altered by this mechanism.

A.2.2 Equations of State

The governing differential equations for the gas dynanegsiations A.8, A.10, A.11 and
A.12) are supplemented by specifying an equation of state¢fates the thermodynamic

properties of the gas. For a perfect gas, the equation & istat
P=pRT, (A.13)

whereR is the gas constant. If the gas is considered to be caloripalffect, the specific
internal energy is given by,
e=C,T, (A.14)

whereC, is the specific heat capacity of the gas at constant volume egjhation of state

for a calorically perfect gas may then be written as,
P=p(y-1)e, (A.15)

The speed of sound in the gasjs given by,

a=+\/vyRT = fygzx/fy(fy—l)e. (A.16)

The thermodynamic properties of a number of ideal gasesiaea ¢n Table A.4. For

mixtures of perfect gases (e.g. helium-argon mix), thequidas relations are used along
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with the effective thermodynamic properties,

NSP NSP NSP

Cp = Z fi(Cp)iy Cy = Z fi(Cy)i, R= Z fiBi, v = % - (A.17)

Gas MW R 0 C, C,
(kg/kg-mole) (J/kg.K) (J/kg.K)  (J/kg.K)

Air 28.97 287.0 1.400 10045 717.5

Hydrogen 2.016 4124  1.409 14207 10083

Helium 4.006 2077 1.667 5191 3114

Argon 39.948 208.1 1.667 520.1 312

Nitrogen 28.013 296.8 1.400 1038 742

Oxygen 32.0 259.8 1.393 920.9 661.1

He, Ar mix 7.595 1094 1.667 2735 1641

Table A.4: Thermodynamic properties for some ideal gases. The He, Aig®i0% He and 10%
Ar by volume.

For high temperature flows of nitrogen and air, the dissanand recombination of
chemical bonds within molecules as well as the excitatiovilwfational energy modes in

individual species can be important.

The sensible energy (energy based on statistical mechg@j)osan be derived as a
function of static temperature for single species and re@tting gas mixtures in vibra-
tional equilibrium. Solutions of these functions have b&dulated for various species in
the form of molar thermodynamic properties listed agasigerature [14, 51]. For com-
putational applications it is common to fit a polynomial etijprato the tabulated specific
heat data. The molar thermodynamic quantifigsandS° are then found by integrating

this equation. For nitrogen, the polynomial curve fits oérehce [71] are used in L1D.

The polynomial used for the molar is expressed as,
C;/RO =a; + OJQT + Cl3T2 + CL4T3 —+ G,5T4 . (A18)

A different set of polynomial coefficients;...a;, are used for each species. Integra-

tion of the expression fof’; yields the following polynomial for the molar enthalpy at
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temperaturd’,
H°/R° = a\T + ayT?/2 + asT? /3 + a,T* /4 + asT° /5 + ag . (A.19)

The curve fits of reference [71] are referenced to a temperafi298.15 K. This requires
the integration constamt R° in Eq. (A.19) to set the molar enthalpy at 298.15K to be
equal to the heat of formation at that standard referencpeesiure. This poses a problem
computationally since we require the sensible energy ofgdseto maintain a positive
value for all temperatures. To facilitate this, the expi@sor enthalpy was referenced to
0K by deducting the heat of formation at 298.15 K and addiegdifference in enthalpy
between 0K and 298.15 K. The enthalpy of formation at O K isasloted to the integration

constant since it is accounted for in the energy consemvaimation (equation A.12).

If the expression fo€} in Eq. (A.18) is divided byl" and then integrated, the resulting

polynomial function for molar entropy is,
S°/R° = a;InT + ayT + a3T?/2 + asT?/3 + asT* /4 + ay . (A.20)

The Gibbs free energy,

G°=H’-TS°, (A.21)
is used by the equilibrium chemistry models in L1D to calteikhe equilibrium constant
for a particular reaction.

The molar internal energy,°, for each species can also be calculated fidfrusing,
E°=H’—- R°T . (A.22)

For a gas mixture, the specific sensible internal enerdykg can be computed from the

individual species molar values at a given temperaturegusia equation,

Ns

E°
e=Y_1000 fixf - (A.23)
i=1 g

L1D includes a model of nitrogen in chemical equilibrium. i model iteratively

calculates the species mass fractions, temperature assljpean a cell given the density
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and specific internal energy (including enthalpy of formajiusing the fast equilibrium
method of reference [69] that utilises equations A.18 to3A.Zhe 5-species finite-rate
chemistry model for nitrogen uses this equilibrium modehitalise the composition of
the gas slugs at the beginning of a simulation. From then®ndmposition is determined

through integration of the species conservation equagqodtion A.10).

Once the temperature and composition of the gas mixtureliese determined by ei-
ther the equilibrium or finite-rate chemistry model, the aémng non-conservative prop-

erties can be calculated. First, the gas constant of theuneix®,,,;.., is calculated using,

Ns
i=1
The pressure is given by Dalton’s law of partial pressurdsclvcan be expressed as,

An effective value ofy is then calculated using,

h
Yerf = - (A.26)

The frozen speed of sound [27] is used for all computatiomgiere chemistry is involved

and is defined as,
a2 = ’Yeff(’)/eff — 1)6 . (A27)

An equation of state for air in chemical equilibrium is alsoluded in L1D; the curve
fits given in [78] are used to obtaif, 7', « andy as functions op ande for temperatures
up to25000 K.
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A.2.3 Time Stepping

The state quantities for both pistons and gas slugs are eggdrom time leveh to time

leveln + 1 using the following predictor-corrector scheme;

AUD = A2
UM = U™+ AUD |

(A.28)
AU® = At Ul

dt
Uy = g0 4 1 (AU — AUD) |

Here the superscriptd) and(2) indicate intermediate results ang{ includes the rate
of change of interface positions, cell momentum, cell epeargll species mass fractions,
piston velocity and piston position. A first-order scheme ba implemented by only us-
ing first stage s& Y = UM, While first-order time-stepping requires fewer operagion

than second-order time-stepping, it is also less robugt [39

To maintain stability, the time step is restricted accogdimthe following criteria,
At < Atallowed =CFL minimum(Atsignal, Atchem) s (A29)

whereAt,.weq 1S the smallest value for all cells in the computational don@endC' F'L
is the specified Courant-Friedrichs-Lewy number, whichasmally restricted to values

less than or equal to 0.5. For each cell, the inviscid signed is approximated as,

Ax

Atsina, =77 _ -
T

(A.30)

The chemistry time step) ..., IS Selected so that no change in species concentration,
C;, is greater tha.5 x 10~ moles/nt in a single time step. For each cellt,,., is
calculated using

(A.31)

3.5 x 10-5M,;
Atghom = min; (X—) .

pfi

The criterion was developed from that of Craddock [19] whonpd#ed a maximum
change oft0—* kg/m?® in species density in a single time step in his explicit sobefhe
new criteria was adopted because the density of electroosders of magnitude less

than those of the other species, hence a criteria based orespensity does not directly
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ensure the stability of reactions involving electrons.

A.3 Test Cases

The Lagrangian one-dimensional code, L1D, was used to $olveest case flow prob-
lems where the effects of finite-rate chemistry are signitiche objective of this was to

assess whether the finite-rate chemistry modelling wagctlyrimplemented in L1D.

The first test case selected for this purpose was that of ammithigh temperature
slug of nitrogen relaxing from an initial state determinathg the fast equilibrium model
of reference [69]. The purpose of this test case was to asdesther the equilibrium
state calculated using the 5-species finite-rate chemrmstijel is close to that predicted
by the existing equilibrium model used in L1D. The initiaitperature and pressure of
the gas slug were taken to be 7081.5K and 37.24 kPa resggctilke test case was
run for 0.5 ms to ensure equilibrium was established. FiguBeshows the variation of
the molecular nitrogen mass fractiofy, and sensible internal energy, over time. It
can be seen from this figure that around 280must elapse before the equilibrium state
reached. This is due to the fact that the net reaction ratesnibe very small for small
deviations from equilibrium. The overall change in composi between the initial and
final (equilibrium) states is indicated by the change in tlassfraction of N, which was
found to decrease by 1.36%. The change in final compositan fhe equilibrium state
calculated by the fast equilibrium model resulted in a 3.88%p in the sensible internal
energy of the gas slug. Taking into account the fact thatakedquilibrium model used

only includes four species (Nis omitted), these deviations were deemed to be acceptable.

The second test case selected was a shock wave travellimggthia constant area
duct with a velocity of 6.4 km/s. The quiescent gas downstred the shock had an
initial pressure of 1 torr and an initial temperature of 2980mputational results for
this test case have been published by Park [63, 64]. Forgaitrathe effects of finite-rate

chemistry are significant in a 2cm long relaxation zone foitg the shock wave.

The test case was initiated by setting up two uniform sluggast a left slug with its
flow state set to the equilibrium conditions behind the shaaokl a right slug with its state
set to the quiescent conditions. The equilibrium condgibahind the shock were calcu-

lated using the computational tool Shock1lD described irnti@e&.1.1 and are shown
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a) Relaxation of the Mass Fraction of N2 in a Uniform Gas Slug
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Figure A.2: Relaxation of a) the mass fraction obNfy, and b) the sensible internal energy,
in a uniform, high temperature gas slug from the values detexd from a fast equilibrium model
[69].

in Table A.5. These initial conditions cause a shock with Baity of approximately
6.4 km/s to propagate into the right slug once the simulasatarted. The shock speed

deviates slightly from 6.4 km/s because of the chemical qoitierium in the relaxation

zone. However, it will be shown later that the magnitude ¢ #rror is very small.

Quiescent pressure 1torr
Quiescent temperature 298K
Shock speed 6.4 km/s

Equilibrium post shock pressure 57.3070kPa
Equilibrium post shock temperature 6904.90K
Equilibrium post shock velocity 5942.86 m/s

Table A.5: Initial conditions for the 6.4 km/s shock wave test case.

The nonequilibrium relaxation zone is established as tlelsipropagates into the
guiescent gas. To establish a sufficiently long relaxatimmez the simulation must be
run for at least enough time for the shock to propagate 2 crmdtv@am of the interface
between the gas that was originally at the equilibrium pbsick conditions, and the

gas that has been processed by the shock in nonequilibrionrmiffimize any risk that
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the chemistry in the relaxation zone was affected by th&lreguilibrium conditions, a
simulation time was selected such that the interface wasnlfdam the shock at the end
of the simulation. Assuming that the interface travels with equilibrium post shock
velocity shown in Table A.5, the required simulation timesvilaund to be 219s, which

was then rounded to 206.

The simulation was run with’ F'L numbers of 0.25 and 0.125. There were no visible
differences between the results of the two simulations. Sgeeies mole fractions in the
relaxation zone obtained from the L1D simulation are showfigure A.3 along with
the results published by Park [63]. From the simulationltesthe nonequilibrium shock
speed was found to be 6401.05 m/s, which deviates from thesah Park’s calculations
by only 0.016% and hence should not significantly affect #suits. An aberration in
the computed mole fractions can be seen approximately @0ft@m the shock. This
is caused by the number density in the cell at this locatiossing one of the threshold
values at which different curve fits are used to calculatestiiglibrium constant. While
this causes a small discontinuity in the mole fractions efitinized species, it does not
have a significant effect on the thermodynamic propertigh®fjas. It can be seen from
Figure A.3 that towards the end of the relaxation zone, whiggegas state approaches
equilibrium, the species mole fractions from the L1D sintivla are in agreement with
Park’s results. It is apparent that the relaxation rateseniately behind the shock are
significantly greater than in Park’s results. In Park’s tessilne reaction rates were calcu-
lated from the geometric average of the heavy-particlestedional temperaturd,;, and
the vibrational-electron-electronic temperatufg, while in the L1D simulations onl{’
was used. The variation @f andT, in the relaxation zone are shown in Figure A.4. Due
to the gradual increase @f, in the region immediately behind the shock, the average tem-
perature used by Park is significantly less tlam this region, leading to lower reaction
rates than those used in L1D. From these results it can bductettthat the solutions
produced by L1D are as expected for a method using a singlpetature to calculate
the reaction rates; the finite-rate chemistry modellingeapp to have been implemented

correctly.
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Figure A.3: Post shock relaxation zone species mole fractions fromik)[B2], and b) L1D.
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Figure A.4: Post shock relaxation zone heavy-particle translatiomal @brational-electron-
electronic temperatures from Park [63].

A.4 Curve-Fit Coefficients and Constants for Chemistry

Modelling

CatalytiC Z(j—N,S’),i 0O, N, O N NO NO+ q N; O+ N+
bodies (i=1) (i=2) (=3) (i=4) (=5) (i=6) (i=7) (i=8) (i=9) (i=10)

M, 1, 9 2 25 1 1 0 0 0 0 0
M, 2, 1 2.5 1 0 1 0 0 0 0 0
M; 3,i 1 1 20 20 20 0 0 0 0 0
My 3, 4 1 0 0 0 0 0 0 0 0
M, 5,i 0 0 0 0 0 1 1 1 1 1

Table A.6: Third body efficiencies relative to argon from reference] [30
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Ak

eq,r

By

eq,r

Ck

eq,r

Dy

eq,r

Ex

eq,r

Fy

eq,r

Reaction 1:N, + My = 2N + M,

le+14
le+15
le+16
le+17
le+18
le+19

0.000000e+00
0.000000e+00
0.000000e+00
0.000000e+00
0.000000e+00
0.000000e+00

0.142518e+01
-0.131460e+01
-0.120533e+01
-0.111597e+01
-0.104068e+01
-0.100734e+01

-0.179191e+01
-0.211364e+01
-0.240055e+01
-0.260376e+01
-0.273172e+01
-0.274128e+01

-0.182D485
-0.685498
-0.82390
-0.08¥ 03
-0.24683
-0.28391

-0.172635e+02
-0.156315e+02
-0.140810e+02
-0.128199e+02
-0.116894e+02
-0.110496e+02

-0.777060e+01
-0.831884e+01
-0.870302e+01
-0.890679e+01
-0.898864e+01
-0.897632e+01

Reaction 22Ny + N = 2N + N

le+14
le+15
le+16
le+17
le+18
le+19

0.000000e+00
0.000000e+00
0.000000e+00
0.000000e+00
0.000000e+00
0.000000e+00

-0.142518e+01
-0.131460e+01
-0.120533e+01
-0.111597e+01
-0.104068e+01
-0.100734e+01

-0.179191e+01
-0.211364e+01
-0.240055e+01
-0.260376e+01
-0.273172e+01
-0.274128e+01

-0. 56220
-0. 6508
-0.B2390
-0.08%03
-0.24683
-0.2e391

-0.172635e+02
-0.156315e+02
-0.140810e+02
-0.128199e+02
-0.116894e+02
-0.110496e+02

-0.777060e+01
-0.831884e+01
-0.870302e+01
-0.890679e+01
-0.898864e+01
-0.897632e+01

Reaction3:N + e~ = Nt 4+ 2¢e~

le+14
le+15
le+16
le+17
le+18
le+19

-0.474396e+00
-0.474831e+00
-0.453275e+00
-0.417456e+00
-0.370274e+00
-0.337233e+00

0.614580e-02

-0.654883e-01
-0.204988e+00
-0.373700e+00
-0.564285e+00
-0.682777e+00

-0.229468e+01
-0.202828e+01
-0.185082e+01
-0.178585e+01
-0.182040e+01
-0.190692e+01

-0. 48432
-01ME3D2
-08B3:9®)2
-0165849)2
-030&3M 1
-07a331

-0.157101e+02
-0.165058e+02
-0.172377e+02
-0.177927e+02
-0.182364e+02
-0.184523e+02

-0.213937e+02
-0.210712e+02
-0.208889e+02
-0.208436e+02
-0.208947e+02
-0.209704e+02

Reaction 4N, + Nt = N + N,

le+14
le+15
le+16
le+17
le+18
le+19

0.000000e+00
0.000000e+00
0.000000e+00
0.000000e+00
0.000000e+00
0.000000e+00

-0.454093e+00
-0.381287e+00
-0.299935e+00
-0.227847e+00
-0.164537e+00
-0.135176e+00

0.710863e+00
0.446289e+00
0.177941e+00
-0.380430e-01
-0.202432e+00
-0.255223e+00

0.878089%¢
0.792602e
0.619800e
0.328P04
0.1&2980
-0.2E20D

-0.551525e+01
-0.472167e+01
-0.388369e+01
-0.315226e+01
-0.247625e+01
-0.209774e+01

-0.128042e-01

-0.334316e+00
-0.565230e+00
-0.691244e+00
-0.746487e+00
-0.745209e+00

Reaction 5N + N = N, + e~

le+14
le+15
le+16
le+17
le+18
le+19

-0.412910e+00
-0.393669e+00
-0.352549e+00
-0.298223e+00
-0.228297e+00
-0.176536e+00

0.821758e+00
0.659271e+00
0.439073e+00
0.203171e+00
-0.607538e-01
-0.233712e+00

-0.287790e-01
0.211819e+00
0.325352e+00
0.299515e+00
0.132638e+00
-0.760369e-01

-0.9@28a
-0.985017
-0.826528
-0.784841
-0.38863
-04885401

-0.355555e+01
-0.509279e+01
-0.644087e+01
-0.743445e+01
-0.822061e+01
-0.860561e+01

-0.136596e+02
-0.131548e+02
-0.128633e+02
-0.127819e+02
-0.128577e+02
-0.129867e+02

Table A.7: Coefficients for the curve-fits foK,, , from reference [30].n is the total number
density in particles/cth
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Simulation Input Parameter Files

B.1 Mb_cns Simulations

B.1.1 m7ndt.sit

nndt . sit

Last nozzle and dunp tank of the Drunmond shock tube with
1. Choke inflow

2. M7 contoured nozzle.

3. He driving N2

4. Conditions to produce rarefied flow

5. 50 Pa in the Dunp tank

HHHHHHF R

BEG N_GEOVETRY

NODE h 0. 039000 0. 003500
NODE hO 0.039000 0. 000000
NODE i 0. 043000 0. 003500
NODE | 0. 048000 0. 003500
NODE k 0. 053000 0. 004681
NODE | 0. 084000 0. 012000
NODE |1 0 0.084000 0.000000
NODE ni 0.109057 0.017648
NCDE n2 0. 139165 0. 023187
NCDE nB8 0.179825 0. 029117
NODE md4 0. 219679 0. 033567
NODE nb 0.269094 0. 037700
NODE n6 0. 319988 0. 040816
NCDE nv 0.369282 0. 042884
NCDE nB8 0.414000 0.043621
NCDE nO 0.414000 0. 000000
NODE n1 0.414000 0. 045600
NODE n2 0.394000 0. 057100
NODE n3 0.317000 0. 057100
NCDE n4 0.317000 0. 152000
NCDE n5 0.414000 0. 152000
NODE pO 0.550000 0. 000000
NODE pl 0.550000 0.043621
NODE p2 0.550000 0.045600
NCDE p3 0.550000 0. 152000

LINE hOh hO h



B-2 Simulation Input Parameter Files

LINE  hi h

BEZI ER i k i jj oKk
LINE Kkl k

LINE hOIO hO IO
LINE 10l 101

SPLINE I 81| nl n2 n8B md nb n6 n¥ nB
LINE 10n0O 10 nO
LINE nOnB nO nB
LINE nBnl n8 nl
LI NE n3n2 n3 n2
LI NE n2nl n2 nl
LI NE n3n4 n3 n4
LI NE n4n5 n4 nS
LI NE nin5 nl nS
LINE nOpO nO pO
LINE nBpl n8 pl
LI NE nip2 nl p2
LINE n5p3 n5 p3
LI NE pOpl pO pl
LI NE plp2 pl p2
LI NE p2p3 p2 p3

# Define the boundaries

POLYLI NE west 5

1 hOh
POLYLI NE north5 3

1

1

hi + ik + Kl
hol O
| Ol

POLYLI NE sout h5
PCLYLI NE east5

+ + + +

POLYLI NE nort h6 | 8
POLYLI NE sout h6 | OnO
POLYLI NE east6 1 + nOnB

=
+ +

POLYLI NE north7 1 + nBpl
POLYLI NE sout h7 nOpO0
POLYLINE east7 1 + pOpl

=
+

=
+

POLYLI NE nort h8 nip2
POLYLI NE east 8 plp2
POLYLI NE west8 1 + nBnl

=
+

POLYLI NE north9 1 + n5p3
POLYLI NE east9 1 + p2p3
POLYLI NE west9 1 + nlnb

POLYLI NE northl10 1 + n4n5
POLYLI NE sout h1l0 2 + n3n2 + n2nl
POLYLI NE west10 1 + n3n4

END_CGEOVETRY

BEG N_FLOW
# Gas and flow properties
GAS_TYPE perf_n2
GAS_STATE inflow n2 1.0566e5 800.37 0.0 1541.67 1.0
GAS_STATE dunpt ank_n2 50.000 0.0 0.0 295.65 1.0
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# Set the boundary discretisation before building the bl ocks

DI SCRETI SE
DI SCRETI SE
DI SCRETI SE
DI SCRETI SE

DI SCRETI SE
DI SCRETI SE
DI SCRETI SE

DI SCRETI SE
DI SCRETI SE
DI SCRETI SE

DI SCRETI SE
DI SCRETI SE
DI SCRETI SE

DI SCRETI SE
DI SCRETI SE
DI SCRETI SE

DI SCRETI SE
DI SCRETI SE
DI SCRETI SE

west5 70
north5 80
east5 70
sout h5 80

nort hé 200
east6 70
sout hé 200

north7 80
east7 70
sout h7 80

nort h8 80
east 8 5
west 8 5

nort h9 80
east9 60
west9 60

nort hl10 60
sout h10 60
west 10 60

000.0

O, OO

0 0.0
0 1.1
0 0.0

=
o
e
=N

or
oo
er
onn

oo
oo
cot
oo

=
o
=
N

0112
0112
1012

BOUNDARY_SPEC west5 SUP_I N i nfl ow_n2
BOUNDARY_SPEC north5 FI XED T 295. 65
BOUNDARY_SPEC north6 FI XED T 295. 65
BOUNDARY_SPEC west 8 FI XED T 295. 65

BOUNDARY_SPEC north9 FI XED T 295. 65
BOUNDARY_SPEC nort h10 FI XED T 295. 65
BOUNDARY_SPEC west 10 FI XED T 295. 65
BOUNDARY_SPEC sout h10 FI XED T 295. 65

BOUNDARY_SPEC east7 SUP_QUT
BOUNDARY_SPEC east8 SUP_QUT
BOUNDARY_SPEC east9 SUP_QUT
BLOCK noz5 + north5 + east5 + south5 + west5
BLOCK noz6 + north6 + east6 + south6 + eastb
BLOCK test7 + north7 + east7 + south7 + east6
BLOCK test8 + north8 + east8 + north7 + west8
BLOCK test9 + north9 + east9 + north8 + west9

BLOCK test10 + northl0 + west9 + southl0 + west 10

CONNECT_BLOCKS noz5 east noz6 west
CONNECT_BLOCKS noz6 east test7 west
CONNECT_BLOCKS test7 north test8 south
CONNECT_BLOCKS test8 north test9 south
CONNECT_BLOCKS test9 west testl1l0 east

# GRID_TYPE tube3 AO
# GRID_TYPE tubed4 AO

FI LL_BLOCK noz5 dunptank_n2
FI LL_BLOCK noz6 dunptank_n2
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FI LL_BLOCK test7 dunptank_n2
FI LL_BLOCK test8 dunptank _n2
FI LL_BLOCK test9 dunptank _n2
FI LL_BLOCK test10 dunptank_n2

END_FLOW

BEG N_CONTROL

# Nanme the output files and build them

TI TLE FULL Drunmond tunnel ,

CASE_ID 0

AXI SYMVETRI C
VI SCOUS

HHHFHHHHFHFHHH

TURBULENT t ubeO
TURBULENT t ubel
TURBULENT t ube2
TURBULENT t ube3
TURBULENT noz6

TURBULENT t ubell
TURBULENT t ubel2
TURBULENT t ubel3
TURBULENT t ubel4d
TURBULENT t ubel5
TURBULENT t ubel6

FLUX _CALC ausmdv
MAX_TIME 1.0e-3
MAX_STEP 200000
TI ME_STEP 5. 0e-8

DT_PLOT

DT_Hl STORY 1.
HI STORY_CELL
HI STORY_CELL
HI STORY_CELL
HI STORY CELL
END_CONTROL

200. Oe-6

Oe- 6

nozb5 11
noz5 1 70
noz6 1 70
noz6é 1 1

BEZI ER_FI LE n¥ndt . bez
PARAM FI LE n¥ndt. p
BUI LD

EXIT

B.1.2 m7conindt.sit

HHHHHFH R

n7coni _ndt.sit

M/ nozzl e,

hel i um driving N2.

nozzl e and dunp tank of the Drummond shock tube with
1

2
3
4.
5

Choked i nf
M7 coni ca
He driving

ow
nozzl e.
N2

Conditions to produce rarefied fl ow PRF of 15
0.5 torr in dunptank

BEG N_CGEOVETRY
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NODE i 0 0.038900
NCDE i 0. 038900
NCDE | 0. 043900
NODE k 0. 048900
NODE | 0. 103000
NODE |0 0.103000
NODE m 0. 268350
NODE nO 0. 268350
NODE nl1 0.268350
NODE n2 0.258350
NODE n3 0. 158350
NODE n4 0. 158350
NODE n5 0. 268350
NODE pO 0.443000
NODE pl 0.443000
NODE p2 0.443000
NODE p3 0.443000
LINE i0i i0Oi
BEZI ER i k i
LINE Kkl k
LINE i0l0iO IO
LINE 10l 101

# Define

POLYLI NE
POLYLI NE
POLYLI NE
POLYLI NE

POLYLI NE
POLYLI NE
POLYLI NE

POLYLI NE
POLYLI NE
POLYLI NE

eNoNeoNoNeoNe]

eNeoNeoNeoNoNolNoNololNoNo]

. 000000
. 003500
. 003500
. 004200
. 011800
. 000000

. 035000
. 000000
. 037900
. 039700
. 039700
. 152000
. 152000
. 000000
. 035000
. 037900
. 152000

t he boundari es

west5 1
north5 2
south5 1
east5 1

nort hé
sout h6
east6 1

=

=
+

north7 1
sout h7
east7

=
+

=

+ + + +

+

i Oi

ik + ki
i0lo

[ Ol

I m
| OnO
nOm

mpl
nOpO

pOpl
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POLYLI NE nort h8
PCLYLI NE east 8
POLYLI NE west 8

=
+

nip2

plp2
m1l

N
+ +

POLYLI NE north9 1 + n5p3
POLYLI NE east9 1 + p2p3
POLYLI NE west9 1 + nln5

POLYLI NE northl10 1 + n4n5
POLYLI NE sout h1l0 2 + n3n2 + n2nl
POLYLI NE west10 1 + n3n4

END_CGEOVETRY

BEG N_FLOW

# Gas and flow properties
GAS_TYPE perf_n2

GAS_STATE i nfl ow_n2

GAS_STATE dunptank_n2 66. 64 0.0

7.044e4 800.37 0.0 1541.67 1.0
0.0 295.65 1.0

# Set the boundary discretisation before building the bl ocks

DI SCRETI SE
DI SCRETI SE
DI SCRETI SE
DI SCRETI SE

DI SCRETI SE
DI SCRETI SE
DI SCRETI SE

DI SCRETI SE
DI SCRETI SE
DI SCRETI SE

DI SCRETI SE
DI SCRETI SE
DI SCRETI SE

DI SCRETI SE
DI SCRETI SE
DI SCRETI SE

DI SCRETI SE
DI SCRETI SE
DI SCRETI SE

west5 70
north5 110
east5 70
sout h5 110

0.0

[oNeNeNo)
O OO

0.0
1.1
0.0
nort hé 150

east6 70
sout h6 150

ROk
or o
e
N RN

north7 80 10 1
east7 70 0 O O.
south7 80 1 0 1.2

oN

north8 80 10 1
east 8 5 000.
west 8 5 000.0

oN

north9 80 10 1
east9 60 1 01.2
west9 60 1 0 1.2

N

northl0 60 0 1 1.2
southl0 60 0 1 1.2
west1l0 60 1 0 1.2

BOUNDARY_SPEC west 5 SUP_I N i nfl ow_n2
BOUNDARY_SPEC north5 FI XED T 295. 65
BOUNDARY_SPEC north6 FI XED T 295. 65
BOUNDARY_SPEC west 8 FI XED T 295. 65

BOUNDARY_SPEC north9 FI XED T 295. 65
BOUNDARY_SPEC nort h10 FI XED T 295. 65
BOUNDARY_SPEC west 10 FI XED T 295. 65
BOUNDARY_SPEC sout h10 FI XED T 295. 65

BOUNDARY_SPEC east7 SUP_QUT
BOUNDARY_SPEC east8 SUP_QOUT
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BOUNDARY_SPEC east9 SUP_QUT

BLOCK noz5 + north5 + east5 + southb
BLOCK noz6 + north6 + east6 + south6
BLOCK test7 + north7 + east7 + south?7
BLOCK test8 + north8 + east8 + north7
BLOCK test9 + north9 + east9 + north8
BLOCK test10 + northl0 + west9

CONNECT_BLOCKS noz5
CONNECT_BLOCKS noz6
CONNECT_BLOCKS test?7
CONNECT_BLOCKS test8
CONNECT_BLOCKS test9

# GRID_TYPE tube3 AO
# GRID_TYPE tubed4 AO

east noz6 west
east test7 west
north test8 south
north test9 south
west test1l0 east

FI LL_BLOCK
FI LL_BLOCK
FI LL_BLOCK
FI LL_BLOCK
FI LL_BLOCK
FI LL_BLOCK

END_FLOW

BEG N_CONTROL

noz5 dunptank_n2
noz6 dunptank_n2
test 7 dunptank_n2
test 8 dunptank_n2
test9 dunptank_n2
test 10 dunpt ank_n2

TI TLE FULL
CASE_ID 0

Dr unmond t

AXI SYMVETRI C
VI SCOUS

HHHFHFHHHFEHHHFH

TURBULENT
TURBULENT
TURBULENT
TURBULENT
TURBULENT
TURBULENT
TURBULENT
TURBULENT
TURBULENT
TURBULENT
TURBULENT

t ubeO
tubel
t ube?2
t ube3
noz6

tubell
t ubel?2
tubel3
t ubel4
t ubel5s
tubel6

FLUX_CALC ausndv
MAX_TIME 1.0e-3
MAX_STEP 200000
TI ME_STEP 5. Oe- 8

DT_PLOT

DT_HI STORY 1.
HI STORY_CELL
HI STORY_CELL
HI STORY_CELL
HI STORY_CELL
END_CONTROL

200. Oe-6

Oe- 6

nozb 11
noz5 1 7
noz6 1 7
noz6é 1 1

unnel, M/ nozzl e,

0
0

+
+
+
+

+

west 5
east5
east 6
west 8
west 9

+ sout h1l0 + west 10

hel i um driving N2.
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# Nanme the output files and build them

BEZI ER_FI LE n¥coni _ndt. bez

PARAM FI LE ni7coni _ndt.p

BUI LD

EXIT

B.1.3 m7conifull.sit

# nm7coni _full.sit

# The FULL Drummpnd shock tube with
# 1. M/ coni cal

nozzl e.

# 2. Low density flow

BEG N_GEOVETRY

NODE a
NODE a0
NCDE b
NODE b0
NCDE ¢
NODE cO
NODE d
NODE dO
NCDE el
NODE e2
NODE e3
NODE e4

- 0.
- 0.
- 0.
- 0.
- 0.
- 0.
- 0.
- 0.
- 0.
- 0.

o

N eleololoNoNoloNololNololNololNoNolNoNoNoeNeNolNe)

1 1 1 1 1 1 1
NN EEREE
UIoOOouulo

500000
500000
285000
285000
180000
180000
068000
068000
013000
013000

. 000000
. 000000
. 014450
. 014450
. 028900
. 035900
. 035900
. 040900
. 045900
. 100000
. 100000
. 265350
. 265350
. 265350
. 255350
. 155350
. 155350
. 265350
. 380000
. 380000
. 380000
. 380000

.0

OO0 0000000000000 O0O00D0D0DV0DV0DO0DO0DO0DO0DO0DOO0OO0O0O0O0O0OO00000O0

. 031000
. 000000
. 031000
. 000000
. 031000
. 000000
. 031000
. 000000
. 000000
. 010000
. 020000
. 031000
. 031000
. 003500
. 003500
. 003500
. 000000
. 003500
. 004200
. 011800
. 000000
. 035000
. 000000
. 037900
. 039700
. 039700
. 152000
. 152000
. 000000
. 035000
. 037900
. 152000
. 031

.0

. 031

.0

. 031

.0

. 031

0
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LI NE
LI NE
LI NE
LI NE
LI NE
LI NE
LI NE
LI NE
LI NE
LI NE
LI NE
LI NE

ué
us
us
u3
u2
ul
uo
\Y;

vO

BEZI ER
BEZI ER

LI NE
LI NE
LI NE

BEZI ER

LI NE
LI NE
LI NE
LI NE
LI NE
LI NE
LI NE
LI NE
LI NE
LI NE
LI NE
LI NE
LI NE
LI NE
LI NE
LI NE
LI NE
LI NE
LI NE

LI NE
LI NE
LI NE
LI NE
LI NE
LI NE
LI NE
LI NE
LI NE
LI NE

-2.
- 3.
- 3.
- 3.
-3.
-3.
-3.
- 3.
- 3.

ab
ala
a0bo
bOb
bc
b0cO
cOc
c0do
cd
dod
doel
de4
ele4d
e4h
h
eliO
i Oi

i k

k
iolo
| Ol
Im |
| OnO
nom
m1
n3n2
n2nl
n3n4
n4n5
ninb
nOpO
nmpl
nip2
n5p3
pOpl
plp2
p2p3

g0a0
ga
q0q
r 0gqo
rq

r Or
sOr0
Sr
sOs
t 0s0

990
0
0
013
0
0
0
783
783

ab
a0
a0
b0
b c
b0
cO
cO
cd
do
do
de

a
b0
b

cO
c
do

d
el
4

. 031
. 031
. 0295
. 0295
. 020
. 010

. 0295

el e2 e3 e4

ed f g h

h
el
i0
k
i0
10
m
10
n0
m
n3
n2
n3
n4
nl
n0
m
nl
n5
pO
pl
p2

qo0
q

qo
ro
r

ro
sO
S

sO
to

i0
i

10
I

i jjk
I
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n3n2 + n2nl

LI NE ts t s

LI NE tot tO t

LI NE uoto uo to

LI NE ut u6 t

BEZI ER u3u6 u3 u4 u5 ub6
BEZI ER uOu3 u0 ul u2 u3
LI NE vOuO vO uO

LI NE vu3 v u3

LI NE vOov vO v

# Define the boundaries
POLYLINE northO 1 + ab
POLYLINE west0 1 + aOa
POLYLI NE southO 1 + aObO
POLYLI NE east0 1 + bOb
POLYLINE northl 1 + bc
POLYLI NE southl 1 + bOcO
POLYLINE eastl 1 + cOc
POLYLINE north2 1 + cd
POLYLI NE south2 1 + c0dO
POLYLI NE east2 1 + dOd
POLYLINE north3 1 + de4
POLYLI NE south3 1 + dOel
POLYLINE east3 1 + ele4
POLYLINE north4 2 + e4h + h
POLYLI NE south4 1 + eliO
POLYLINE east4 1 +i0
POLYLINE north5 2 + ik + Kkl
POLYLI NE south5 1 + i0l0
POLYLINE east5 1 + 10
POLYLINE northé 1 + Im
POLYLI NE south6 1 + | 0OnO
PCOLYLINE east6 1 + nOm
POLYLI NE north7 1 + npl
POLYLI NE south7 1 + nOpO
POLYLI NE east7 1 + pOpl
POLYLINE north8 1 + nilp2
POLYLI NE east8 1 + plp2
POLYLINE west8 1 + ml
POLYLI NE north9 1 + n5p3
POLYLI NE east9 1 + p2p3
POLYLINE west9 1 + ninb
POLYLI NE northl10 1 + n4n5
POLYLI NE sout h10 2 +
POLYLI NE west10 1 + n3n4
POLYLINE northll 1 + ga
POLYLI NE southll 1 + gOa0
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POLYLI NE

POLYLI NE
POLYLI NE
POLYLI NE

POLYLI NE
POLYLI NE
POLYLI NE

POLYLI NE
POLYLI NE
POLYLI NE

POLYLI NE
POLYLI NE
POLYLI NE

POLYLI NE
POLYLI NE
POLYLI NE

west 11

nort hl2
sout hl12
west 12

nort hl3
sout h13
west 13

nort hl4
sout h14
west 14

nort hl5
sout h15
west 15

nort hl6
sout h1l6
west 16

END_CGEOVETRY

BEG N_FLOW

N

q0q

rq
r0go0
rOr

Sr
sOr0
s0s

ts
t 0s0
t Ot

u3u6 + ubt
uot 0
uOu3

vu3
vOouO
vOv

# Gas and flow properties
GAS _TYPE perf_he_n2
GAS_STATE dunpt ank_n2
GAS_STATE initial _n2 1100.00
GAS_STATE initial _he

# Set the boundary discretisation before building the bl ocks
0.

DI SCRETI SE
DI SCRETI SE
DI SCRETI SE
DI SCRETI SE

DI SCRETI SE
DI SCRETI SE
DI SCRETI SE

DI SCRETI SE
DI SCRETI SE
DI SCRETI SE

DI SCRETI SE
DI SCRETI SE
DI SCRETI SE

DI SCRETI SE
DI SCRETI SE
DI SCRETI SE

DI SCRETI SE
DI SCRETI SE
DI SCRETI SE

DI SCRETI SE
DI SCRETI SE

nort hO
east O
sout hO
west 0

northl
eastl
sout hl

nort h2
east 2
sout h2

north3
east 3
sout h3

nort h4
east 4
sout h4

nort h5
easthb
sout h5

nort h6
east 6

90
70
90
70

60
70
60

100
70
100

150
70
150

100
70
100

80
70
80

200
70

0

0
0
0

o
o

o [eNe) [oNeoNe] [oNeoNe) o

o

65. 79

0

1
0
1

1
0.
1

216. 667e3

0

1
0
1

0.0 295.65
0.0 295.65
0.0 295.65
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DI SCRETI SE south6 200 1 0 1.2
DI SCRETI SE north7 80 1 0 1.2
DI SCRETI SE east7 70 0 0 0.0
DI SCRETI SE south7 80 1 0 1.2
DI SCRETI SE north8 80 1 0 1.2
Dl SCRETI SE east 8 5 000.0
Dl SCRETI SE west 8 5 000.0
DI SCRETI SE north9 80 1 0 1.2
DI SCRETI SE east9 60 1 0 1.2
DI SCRETI SE west9 60 1 0 1.2
DI SCRETI SE northl10 60 0 1 1

DI SCRETI SE southl10 60 0 1 1.

DI SCRETI SE west10 60 1 0 1

DI SCRETI SE northll 180 0 0 O
DI SCRETI SE southl1l 180 0 0 O
DI SCRETI SE west 11 70 011
DI SCRETI SE northl12 180 0 0 O
DI SCRETI SE southl12 180 0 0 O
DI SCRETI SE west 12 70 011
DI SCRETI SE north13 180 0 0 O
DI SCRETI SE south13 180 0 0 O
Dl SCRETI SE west 13 70 011
DI SCRETI SE northl4 180 0 0 O
DI SCRETI SE southl14 180 0 0 O
DI SCRETI SE west 14 70 011
DI SCRETI SE northl15 180 0 0 O
DI SCRETI SE southl15 180 0 0 O
DI SCRETI SE west 15 70 011
DI SCRETI SE northl6 180 0 0 O.
DI SCRETI SE southl6 180 0 0 O
Dl SCRETI SE west 16 70 01 1.
BOUNDARY_SPEC northO FI XED T

BOUNDARY_SPEC northl FIXED T

BOUNDARY_SPEC north2 FI XED T

BOUNDARY_SPEC north3 FI XED_ T

BOUNDARY_SPEC north4 FI XED T

BOUNDARY_SPEC north5 FI XED T

BOUNDARY_SPEC north6 FI XED T

BOUNDARY_SPEC northll FIXED T
BOUNDARY_SPEC northl2 FIXED T
BOUNDARY_SPEC northl3 FIXED T
BOUNDARY_SPEC northl4 FIXED T
BOUNDARY_SPEC northl5 FIXED T
BOUNDARY_SPEC northl1l6 FI XED T

BOUNDARY_SPEC

. NDNDN
o

o

[eNe)

[N )

[eoNe]

[eNe)

0
.0
1

295.
295.
295.
295.
295.
295.
295.

295.
295.
295.
295.
295.
295.

65
65
65
65
65
65
65

65
65
65
65
65
65

west 16 FI XED T 295. 65
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BOUNDARY_SPEC east 7
BOUNDARY_SPEC east 8
BOUNDARY_SPEC east 9

BLOCK t ubeO
BLOCK t ubel
BLOCK t ube2
BLOCK t ube3
BLOCK t ube4
BLOCK noz5

BLOCK noz6

BLOCK test7?
BLOCK test8
BLOCK test9

+
+
+
+
+
+
+
+
+
+

nort hO
northl
nort h2
nort h3
nort h4
nort hb
nort hé
nort h7
nort h8
nort h9

SUP_oUT
SUP_oUT
SUP_oUT

east0 +
eastl +
east2 +
east3 +
east4 +
east5 +
east6 +
east7 +
east8 +
east9 +

9

+ 4+ o+ o+

BLOCK test10 + northl0 + west

BLOCK tubell
BLOCK t ubel2
BLOCK t ubel3
BLOCK t ubel4
BLOCK t ubel5
BLOCK t ubel6

+ o+ + + + +

CONNECT_BLOCKS
CONNECT_BLOCKS
CONNECT_BLOCKS
CONNECT_BLOCKS

northl
northl
northl
northl
northl
northl

t ubeO
tubel
t ube?2
t ube3

sout hO
sout hl
sout h2
sout h3
sout h4
sout h5
sout h6
sout h7
north7
north8

+ 4+ + + + F + + o+

+

west 0
east O
eastl
east 2
east 3
east 4
east5
east 6
west 8
west 9

+ sout h1l0 + west 10

CONNECT_BLOCKS t ube4
CONNECT_BLOCKS noz5
CONNECT_BLOCKS noz6
CONNECT_BLOCKS test7
CONNECT_BLOCKS t est 8
CONNECT_BLOCKS test9

CONNECT_BLOCKS t ubell
CONNECT_BLOCKS t ubel2
CONNECT_BLOCKS t ubel3
CONNECT_BLOCKS t ubel4
CONNECT_BLOCKS t ubel5
CONNECT_BLOCKS t ubel6

1 + westO + southll + west1l
2 + westl1ll + southl2 + west12
3 + west12 + southl3 + west13
4 + west 13 + southl4 + west 14
5 + west 14 + sout hl5 + west15
6 + west15 + southl6 + west16
east tubel west
east tube2 west
east tube3 west
east tubed west
east noz5 west
east noz6 west
east test7 west

north test8 south
north test9 south
west testl1l0 east

t ube0 west
tubell west
t ubel2 west
t ubel3 west
t ubeld west
tubel5 west

east
east
east
east
east
east

# CRI D_TYPE tube3 AO
# GRID_TYPE tubed4 AO

FI LL_BLOCK t ubeO
FI LL_BLOCK t ubel
FI LL_BLOCK t ube2
FI LL_BLOCK t ube3
FI LL_BLOCK t ube4

# Later,

init
init
init
init
init

ial_n2
ial_n2
ial_n2
ial _n2
ial _n2

FI LL_BLOCK noz5 dunptank_n2
FI LL_BLOCK noz6 dunptank_n2
FI LL_BLOCK test7 dunptank_n2
FI LL_BLOCK test8 dunptank_n2
FI LL_BLOCK test9 dunptank _n2
FI LL_BLOCK test10 dunptank_n2

these need to be filled with dunptank_n2
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# Driver and upstreampart of the shock tube

FI LL_BLOCK t ubell
FI LL_BLOCK t ubel2
FI LL_BLOCK t ubel3
FI LL_BLOCK tubel4
FI LL_BLOCK t ubel5
FI LL_BLOCK t ubel6

END_FLOW

BEG N_CONTROL

HHHHHHHHHHH

TI TLE FULL Drunmo
CASE_ID 0

AXI SYMVETRI C
VI SCOUS

TURBULENT t ubeO
TURBULENT t ubel
TURBULENT t ube2
TURBULENT t ube3
TURBULENT noz6

TURBULENT tubell
TURBULENT t ubel2
TURBULENT t ubel3
TURBULENT t ubel4
TURBULENT t ubel5
TURBULENT t ubel6

FLUX_CALC efm

MAX_TIME 2. 0e-3
MAX_STEP 800000
TI ME_STEP 0. 2e-8

DT_PLOT 0. 5e-3
DT_H STORY 1. Oe-6
HI STORY_CELL tube
H STORY_CELL tube
H STORY_CELL tube
H STORY_CELL test

END_CONTROL

# Nanme the output files and build them

nitial_n2
nitial_n2
nitial_n2
nitial _n2
nitial _n2
nitial _he

nd tunnel

411
3170
2170
711

BEZI ER FI LE m/coni _full. bez
PARAM FI LE ni7coni _full.p
BUI LD

EXIT

B.1.4 x1rn2eq.sit

H o HHHHF R

PwnNPE

X

X1 expansi on tunne

1rn2eq. sit

Not es:

Rarefied fl ow
He driving N2 t

N2 accel er at or

n dunpt ank
est gas

gas

M/ nozzl e,

with freejet.

heliumdriving N2, PRF 15.

Mbdel downstream of secondary di aphragm
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# 5. Equilibriuminflow conditions
# 6. Equilibriumflowin acceleration tube
# 7. Good x-resolution

BEG N_GEOVETRY

NCDE

LI NE
LI NE
LI NE
LI NE
LI NE
LI NE
LI NE
LI NE
LI NE
LI NE
LI NE
LI NE
LI NE
LI NE
LI NE
LI NE
LI NE
LI NE
LI NE
LI NE
LI NE
LI NE
LI NE
LI NE
LI NE
LI NE
LI NE
LI NE

a 0.0
a0 0.0
b 0.0
0. 038
0. 038
0.0
0. 5285
0. 5285
0. 5285
0. 5285
-0.1200
0 -0.1200
-0.3760
0 -0.3760
m -0.7760
nmD -0.7760
n -1.299
n0 -1.299
o -2.018
o0 -2.018
p -2.718
pO -2.718
g -2.910
g0 -2.910

——xx——Q *"0 o0

ala a0 a
ab
cb
cd
de
ef
of
jg i 9
jOj jOj
a0j0 a0 jo
aj aj

bg b g

be b e

ka k a
kOa0O kO a0
kOk kO k
Ik I k

| OkO 10 kO
ol 101

m mil
mIo nmd IO
mOm nD m
nmn m
noOnD n0 nD
nOn nO n
on on
o0n0 o0 nO
000 o0 o

Q OO0 0w
" 0O QT T

. 01905
. 0425
. 0425
. 1475
. 1475
. 1475
. 0425
. 01905
. 01905
. 01905
. 01905
. 01905
. 01905
. 01905

. 01905
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Simulation Input Parameter Files

LI NE
LI NE
LI NE
LI NE
LI NE
LI NE

po p o
p0o0 p0 o0
pOp pO p
ap g p
qop0 q0 pO
q0g q0 q

# Define the boundaries
POLYLI NE nort hO
POLYLI NE east O
PCOLYLI NE sout hO
POLYLI NE west O
POLYLI NE northl
POLYLI NE east 1
POLYLI NE sout hl
PCOLYLI NE nort h2
POLYLI NE east 2
POLYLI NE west 2
POLYLI NE nort h3
POLYLI NE east 3
POLYLI NE west 3
POLYLI NE nort h4
POLYLI NE sout h4
POLYLI NE west 4
POLYLI NE nort h5
PCOLYLI NE sout h5
POLYLI NE west5
PCLYLI NE nort h6
POLYLI NE sout h6
POLYLI NE west 6
POLYLI NE nort h7
PCOLYLI NE sout h7
POLYLI NE west 7
PCOLYLI NE nort h8
POLYLI NE sout h8
POLYLI NE west 8
PCLYLI NE nort h9
PCOLYLI NE sout h9
POLYLI NE west 9
POLYLI NE nort h10
POLYLI NE sout h10
POLYLI NE west 10

END_CGEOVETRY

BEG N_FLOW

1

PR RRPRRPRRREPRPRRRPRREPRPRRREPREPRRPRREPRERRREREPRRERREPRRRERRER
+ +++++++++++++++++++++++++ A+ ++

+ ka
ala
k0a0
kOk
aj

j 0
a0j 0
bg
jg
ab
ef
of
be
de
cb
cd

| k

| 0kO
| Ol
n
nol 0
mom
nm
noOnD
non
on
o0n0
000
po
p000
pOp
ap
qop0
q0q

# Gas and flow properties
GAS_TYPE eqg_n2
GAS_STATE initial _n2 15.0

GAS_STATE i nfl ow_n2

0. 5581978e6 4787.283 0.0 7044. 259

0.0 296

s

.0
.0

# Set the boundary discretisation before building the bl ocks

DI SCRETI SE
DI SCRETI SE
DI SCRETI SE
DI SCRETI SE
DI SCRETI SE
DI SCRETI SE
DI SCRETI SE

nort hO
east O
sout hO
west 0
northl
east 1
sout hl

180 00 0.0
30 0112
180 0 0 0.0
30

OFr OPRF
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DI SCRETI SE north2 300
DI SCRETI SE east 2 80
DI SCRETI SE west 2 80
DI SCRETI SE nort h3 300
Dl SCRETI SE east 3 100
DI SCRETI SE west 3 100
DI SCRETI SE north4 40
DI SCRETI SE sout h4 40
Dl SCRETI SE west 4 100
DI SCRETI SE north5 360
Dl SCRETI SE sout h5 360
Dl SCRETI SE west 5 30
DI SCRETI SE north6 520
DI SCRETI SE south6 520
DI SCRETI SE west 6 30
DI SCRETI SE north7 700
DI SCRETI SE sout h7 700
Dl SCRETI SE west 7 30
DI SCRETI SE nort h8 960
DI SCRETI SE sout h8 960
DI SCRETI SE west 8 30
DI SCRETI SE north9 920
DI SCRETI SE sout h9 920
DI SCRETI SE west 9 30
DI SCRETI SE nort h10 260
DI SCRETI SE sout h10 260
DI SCRETI SE west 10 30

cNeoNoNeoNoNoNoNoloNololNoNoNoNolNoNoNol ool i i ool
P OOPRPOOPFRPROOPFRPROOPFRPROOPOOOOOOOOOOOo
POOROOrROOROOROOROOROORREROOR
NOONOONOONOONMNOONOORFROOR,ELDNOON

BOUNDARY_SPEC northO FI XED T 298.0
BOUNDARY_SPEC north3 FIXED T 298.0
BOUNDARY_SPEC north4 FIXED T 298.0
BOUNDARY_SPEC north5 FIXED T 298.0
BOUNDARY_SPEC north6 FIXED T 298.0
BOUNDARY_SPEC north7 FIXED T 298.0
BOUNDARY_SPEC north8 FIXED T 298.0
BOUNDARY_SPEC north9 FIXED T 298.0
BOUNDARY_SPEC northl10 FI XED T 298.0
BOUNDARY_SPEC west 2 FI XED T 298.0
BOUNDARY_SPEC south4 FIXED T 298.0
BOUNDARY_SPEC west 4 FI XED T 298.0
BOUNDARY_SPEC west 10 SUP_IN inflow_n2
BOUNDARY_SPEC east 1 SUP_QUT
BOUNDARY_SPEC east 2 SUP_QUT
BOUNDARY_SPEC east 3 SUP_QUT

BLOCK b0 + northO + eastO + southO + westO
BLOCK bl + northl + eastl + southl + eastO
BLOCK b2 + north2 + east2 + northl + west?2
BLOCK b3 + north3 + east3 + north2 + west3
BLOCK b4 + north4 + west3 + south4 + west4
BLOCK b5 + north5 + westO + south5 + west5
BLOCK b6 + north6 + west5 + south6 + west6
BLOCK b7 + north7 + west6 + south7 + west7
BLOCK b8 + north8 + west7 + south8 + west8
BLOCK b9 + north9 + west8 + south9 + west9
BLOCK b10 + northl0 + west9 + southlO0 + west 10

FILL_BLOCK bO initial_n2
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FI LL_BLOCK b1l
FI LL_BLOCK b2
FI LL_BLOCK b3
FI LL_BLOCK b4
FI LL_BLOCK b5
FI LL_BLOCK b6
FI LL_BLOCK b7
FILL_BLOCK b8 initial_n2

FILL_BLOCK b9 initial_n2

FI LL_BLOCK b10 initial _n2

nitial _n2
nitial_n2
nitial_n2
nitial_n2
nitial _n2
nitial _n2
nitial _n2

CONNECT_BLOCKS b0 east bl west
CONNECT_BLOCKS b1l north b2 south
CONNECT_BLOCKS b2 north b3 south
CONNECT_BLOCKS b3 west b4 east
CONNECT_BLOCKS b0 west b5 east
CONNECT_BLOCKS b5 west b6 east
CONNECT_BLOCKS b6 west b7 east
CONNECT_BLOCKS b7 west b8 east
CONNECT_BLOCKS b8 west b9 east
CONNECT_BLOCKS b9 west b10 east
END_FLOW

BEG N_CONTROL
TITLE X1 expansion tube with free jet
CASE_ID O

AXI SYMVETRI C

VI SCOUS

FLUX_CALC ausndv
MAX_TI ME 350. Oe- 6
MAX_STEP 10000000
TI ME_STEP 1. Oe-8

DT_PLOT  50.0e-6
DT_HI STORY 1.0e-6

HI STORY_CELL b0 1 30 # at 8. cell O
# BLOCK 1 HI STORY CELLS
# Accel eration tube exit

H STORY_CELL b1 1 1 # r=0mm cell 1

# x=0mm bef ore recoil

H STORY_CELL bl 30 1 # r=0mm cell 2
H STORY_CELL bl 30 12 # r=10mm cell 3
H STORY_CELL bl 30 18 # r=14mm cell 4
# x=50mm before recoil

H STORY _CELL bl 76 1 # r=0mm cell 5
H STORY_CELL bl 76 6 # r=5mm cell 6
H STORY_CELL bl 76 18 # r=14mm cell 7
# x=100mm before recoil

H STORY_CELL bl 112 1 # r=0mm cell 8
H STORY_CELL bl 112 6 # r=5mm cell 9
H STORY_CELL bl 112 18 # r=14mm cell 10
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# x=150mm before recoil
H STORY_CELL bl 143 1
H STORY_CELL bl 143 6
H STORY_CELL bl 143 18

# x=200mm before recoil
H STORY_CELL bl 170 1
H STORY_CELL bl 170 6
H STORY_CELL bl 170 18

# x=315mm before recoil
H STORY_CELL bl 224 1
H STORY_CELL bl 224 6
H STORY_CELL bl 224 18

# BLOCK 2 H STORY CELLS
# x=50mm before recoil
H STORY_CELL b2 76 31

# x=100mm before recoil
HI STORY_CELL b2 112 31

# x=150mm before recoil
H STORY_CELL b2 143 31

# x=200mm before recoil
H STORY_CELL b2 170 31

# x=315mm before recoil
H STORY_CELL b2 224 31

H H H H H H

H H H

#

r=0nm
r=5mm
r=14mm

r=0mnm
r=5mm
r=14mm

r=0mnm
r=5mm
r=14mm

r=28mm

r=28mm

r=28mm

r=28mm

r=28mm

# Static Pressure Transducers

H STORY_CELL b5 1 30
H STORY_CELL b6 1 30
H STORY_CELL b7 1 30
H STORY_CELL b8 1 30
H STORY_CELL b9 1 30

END_CONTRCL

# Nanme the output files

BEZI ER_FI LE x1r n2eq. bez
PARAM FI LE x1rn2eq. p
BU LD

EXIT

B.1.5 x1rn2srhr.sit

H o HHHHHHH

ook wNE

X

X1 expansi on tunnel

1rn2srhr.sit

Not es:

He driving N2 test gas

N2 accel erator gas

#

#
#
#
#

Rarefied flow in dunptank

cell 25
cell 26
cell 27
cell 28
cell 29

and build them

with freejet.

Equi l'i briuminflow conditions
Gas processed by reflected shock included

cel l

cel |
cel l
cel l

cel l

cel |

cel l

cel |

cel l

11
12
13

14
15
16

17
18
19

20

21

22

23

24

Model downstream of secondary di aphragm
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Simulation Input Parameter Files

# 7. Equilibriumflow in accel eration tube
# 8. Doubl e x-resolution of x1rn2sr

BEG N_CGEOVETRY

NCDE

LI NE
LI NE
LI NE
LI NE
LI NE
LI NE
LI NE
LI NE
LI NE
LI NE
LI NE
LI NE
LI NE
LI NE
LI NE
LI NE
LI NE
LI NE
LI NE
LI NE
LI NE
LI NE
LI NE
LI NE
LI NE

a 0.0
a0 0.0
b 0.0
0. 038
0. 038
0.0
0. 5285
0. 5285
0. 5285
0. 5285
-0.1200
0 -0.1200
-0. 3760
0 -0.3760
-0.7760
. 7760
-1.299
n0 -1.299
o -2.018
o0 -2.018
p -2.718
pO -2.718
g -2.910
g0 -2.910
r -2.91845
ro -2.91845
s -3.110
sO -3.110

——xx——Q *"0 o0

3%3
o

ala a0 a
ab
cb
cd
de
ef
of
jgij g
joj jO ]
a0j0o a0 jo
aj aj

bg b g

be b e

ka k a
kOa0 kO a0
kOk kO k
Ik I k

| OkO 10 kO
0l 10 I

m mil
nmIlo nd IO
mm nD m
nmn m
noOnD n0 nD
nOn nO n

Q O a0 0O
=" O QT T

. 01905
. 0425
. 0425
. 1475
. 1475
. 1475
. 0425
. 01905
. 01905
. 01905
. 01905
. 01905
. 01905
. 01905
. 01905
. 01905

. 01905
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LI NE
LI NE
LI NE
LI NE
LI NE
LI NE
LI NE
LI NE
LI NE
LI NE
LI NE
LI NE
LI NE
LI NE
LI NE

on on
o0n0 o0 nO
000 00 o
po p o
p0o0 pO0 o0
pOp p0O p
ap g p
q0p0 q0 pO
q0g q0 g
rqrq

ror rOr
rogo r0 qO
sr sr

sOs sO s
sOr0 sO r0

# Define
POLYLI NE
POLYLI NE
POLYLI NE
PCLYLI NE
PCLYLI NE
PCLYLI NE
POLYLI NE
POLYLI NE
PCOLYLI NE
PCOLYLI NE
PCOLYLI NE
POLYLI NE
POLYLI NE
POLYLI NE
PCLYLI NE
PCLYLI NE
PCLYLI NE
POLYLI NE
POLYLI NE
PCOLYLI NE
PCOLYLI NE
PCOLYLI NE
POLYLI NE
POLYLI NE
POLYLI NE
PCLYLI NE
PCLYLI NE
POLYLI NE
POLYLI NE
POLYLI NE
PCLYLI NE
PCLYLI NE
PCLYLI NE
POLYLI NE
POLYLI NE
PCLYLI NE
PCLYLI NE
PCLYLI NE
POLYLI NE
POLYLI NE

t he boundari es

nort hO
eastO
sout hO
west 0
nort hl
eastl
sout hl
north?2
east 2
west 2
nort h3
east 3
west 3
nort h4
sout h4
west 4
nort h5
sout h5
west 5
nort hé
sout h6
west 6
north7
sout h7
west 7
nort h8
sout h8
west 8
nort h9
sout h9
west 9
nort hl0
sout h10
west 10
northill
sout hl1l
west 11
northl2
sout hl12
west 12

END_CGEOVETRY

1

1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1

+

R T S S S S i T T T T T T T T T T S S S S S S e S A S S . T T T T T

ka
ala
k0aO
kOk
aj

i 0j
a0j 0
bg
jg
ab
ef
of
be
de
cb
cd

I k

| 0kO
| Ol
m
nol 0
nmom
nm
nonD
non
on
o0n0
000
po
p0o0
pOp
ap
qOp0
q0q
rq

r 0go0
rOr
Sr
sOr0
sOs
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BEG N_FLOW
# Gas and flow properties
GAS_TYPE eqg_n2

GAS_STATE initial_n2 15.0 0.0 0.0 296 1.0
GAS_STATE i nfl ow_n2 0. 5581978e6 4787.283 0.0 7044.259 1.0
GAS_STATE shocked_n2 6.826364e6 0.0 0.0 10284 1.0

# Set the boundary discretisation before building the bl ocks
DI SCRETI SE north0O 180 0 0 0.0

DI SCRETI SE east 0 30 01 1.2

DI SCRETI SE south0 180 0 0 0.0

DI SCRETI SE west 0 30
DI SCRETI SE northl 300
DI SCRETI SE east 1 30
DI SCRETI SE sout hl 300
DI SCRETI SE north2 300
DI SCRETI SE east 2 80
DI SCRETI SE west 2 80
DI SCRETI SE north3 300
Dl SCRETI SE east 3 100
Dl SCRETI SE west 3 100
DI SCRETI SE north4 40
DI SCRETI SE sout h4 40
Dl SCRETI SE west 4 100
DI SCRETI SE north5 360
Dl SCRETI SE sout h5 360
DI SCRETI SE west 5 30
DI SCRETI SE north6 520
DI SCRETI SE sout h6 520
DI SCRETI SE west 6 30
DI SCRETI SE north7 700
DI SCRETI SE sout h7 700
DI SCRETI SE west 7 30
DI SCRETI SE north8 960
DI SCRETI SE sout h8 960
DI SCRETI SE west 8 30
DI SCRETI SE north9 920
Dl SCRETI SE sout h9 920
DI SCRETI SE west 9 30
DI SCRETI SE nort h10 260
DI SCRETI SE sout h10 260
DI SCRETI SE west 10 30
DI SCRETI SE nort hll 15
DI SCRETI SE sout h1l 15
Dl SCRETI SE west 11 30
DI SCRETI SE nort hl12 340
DI SCRETI SE sout h12 340
DI SCRETI SE west 12 30

[cNeoNoNoNoNoNoNoloNoloNoNoNoNolNolNololoNoNoNoNolNol ool i N NelNoel i JNoll o]
P OOPRPOOPFRPROOPFRPROOPRPOOPFRPROOFPOOPFPROOO0OO0OO0OO0ODO0DO0ODO0ODO0OOOFrL,OoOPE
POOROOrROOROOROOROOROOROOROORRPRROORER R
NOONOONOONOONOONOONOONOORPROORPREPNOONDNDNDNDDN

BOUNDARY_SPEC northO FI XED_ T 298.
BOUNDARY_SPEC north3 FI XED T 298.
BOUNDARY_SPEC north4 FI XED_ T 298.
BOUNDARY_SPEC north5 FI XED_ T 298.
BOUNDARY_SPEC north6é FIXED_ T 298.
BOUNDARY_SPEC north7 FI XED_ T 298.
BOUNDARY_SPEC north8 FI XED T 298.
BOUNDARY_SPEC north9 FI XED T 298.

[eNeoNoNolNoNoNeNe]
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BOUNDARY_SPEC nort h10 FI XED_T 298.0
BOUNDARY_SPEC west 2 FI XED_ T 298.0
BOUNDARY_SPEC south4 FIXED T 298.0
BOUNDARY_SPEC west 4 FI XED_ T 298.0
BOUNDARY_SPEC northll FIXED T 298.0
BOUNDARY_SPEC northl12 FIXED T 298.0
BOUNDARY_SPEC west 12 SUP_IN inflow_n2
BOUNDARY_SPEC east 1 SUP_QUT
BOUNDARY_SPEC east 2 SUP_QUT
BOUNDARY_SPEC east 3 SUP_QUT

BLOCK b0 + northO + east0 + southO + westO
BLOCK bl + northl + eastl + southl + eastO
BLOCK b2 + north2 + east2 + northl + west?2
BLOCK b3 + north3 + east3 + north2 + west3
BLOCK b4 + north4 + west3 + south4 + west4
BLOCK b5 + north5 + west0 + south5 + west5
BLOCK b6 + north6 + west5 + south6 + west6
BLOCK b7 + north7 + west6 + south7 + west7
BLOCK b8 + north8 + west7 + south8 + west8
BLOCK b9 + north9 + west8 + south9 + west9

BLOCK b10 + northl0 + west9 + southlO + west 10
BLOCK b1l + northll + west10 + southll + westll
BLOCK bl12 + northl2 + westl1ll + southl2 + west12

FI LL_BLOCK b0
FI LL_BLOCK b1l
FI LL_BLOCK b2
FI LL_BLOCK b3
FI LL_BLOCK b4
FI LL_BLOCK b5
FI LL_BLOCK b6
FI LL_BLOCK b7
FI LL_BLOCK b8 initial_n2

FILL_BLOCK b9 initial_n2

FI LL_BLOCK b10 initial _n2
FI LL_BLOCK b1l shocked_n2
FI LL_BLOCK b12 infl ow_n2

nitial _n2
nitial _n2
nitial _n2
nitial_n2
nitial_n2
nitial_n2
nitial _n2
nitial _n2

CONNECT_BLOCKS b0 east bl west
CONNECT_BLOCKS b1l north b2 south
CONNECT_BLOCKS b2 north b3 south
CONNECT_BLOCKS b3 west b4 east
CONNECT_BLOCKS b0 west b5 east
CONNECT_BLOCKS b5 west b6 east
CONNECT_BLOCKS b6 west b7 east
CONNECT_BLOCKS b7 west b8 east
CONNECT_BLOCKS b8 west b9 east
CONNECT_BLOCKS b9 west b10 east
CONNECT_BLOCKS b1l east b10 west
CONNECT_BLOCKS b12 east bll west
END_FLOW

BEG N_CONTROL
TI TLE X1 expansion tube with free jet
CASE_ID O

AXI SYMVETRI C
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VI SCOUS

FLUX_CALC ausndv
MAX_TI ME 320. Oe-6
MAX_STEP 10000000
TI ME_STEP 1. Oe-8

DT_PLOT  80.0e-6
DT_HI STORY 1.0e-6

HI STORY_CELL b0 1 30 # cell O
# BLOCK 1 HI STORY CELLS
# Accel eration tube exit
H STORY _CELL bl 1 1 # cell 1
H STORY _CELL bl 1 6 # cell 2

# x=0mm bef ore recoi

H STORY_CELL bl 30 1 # cell 3
H STORY_CELL bl 30 6 # cell 4
# x=50nm bef ore recoi

H STORY _CELL bl 76 1 # cell 5
H STORY _CELL bl 76 6 # cell 6
H STORY_CELL bl 76 18 # cell 7
# x=100mm before recoi

H STORY_CELL bl 112 1 # cell 8
H STORY_CELL bl 112 6 # cell 9
H STORY_CELL bl 112 18 # cell 10
# x=150mm before recoi

H STORY_CELL bl 143 1 # cell 11
H STORY_CELL bl 143 6 # cell 12
H STORY_CELL bl 143 18 # cell 13
# x=200mm before recoi

H STORY_CELL bl 170 1 # cell 14
H STORY_CELL bl 170 6 # cell 15
H STORY_CELL bl 170 18 # cell 16
# x=315mm before recoi

H STORY_CELL bl 224 1 # cell 17
Hl STORY_CELL bl 224 6 # cell 18
H STORY_CELL bl 224 18 # cell 19
# BLOCK 2 HI STORY CELLS

# x=50nmm bef ore recoi

H STORY _CELL b2 76 8 # cell 20
# x=100mm before recoi

H STORY_CELL b2 112 8 # cell 21
# x=150mm before recoi

Hl STORY_CELL b2 143 8 # cell 22

# x=200mm before recoi
H STORY_CELL b2 170 8 # cell 23
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# x=315mm bef ore recoi
H STORY_CELL b2 224 8 # cell 24
# Static Pressure Transducers
HI STORY_CELL b5 1 30 # cell 25
HI STORY_CELL b6 1 30 # cell 26
HI STORY_CELL b7 1 30 # cell 27
HI STORY_CELL b8 1 30 # cell 28
HI STORY_CELL b9 1 30 # cell 29
END_CONTROL
# Name the output files and build them
BEZI ER_FI LE x1rn2srhr. bez
PARAM FI LE x1rn2srhr.p
BUI LD
EXIT
B.2 L1D Simulations
B.2.1 xlinertdia.Lp
Xlinertial diaphragmnodel, frc. 15-March-00
0 test case, Mach 4 nozzle attached
210 nsl ug, npiston, ndi aphragm
25. 0e-6 1000000 max_time, max_steps
1.0e-8 0.25 dt_init, CFL
22 Xor der, Torder
0.25e-6 1.0e-7 dt _plot, dt_his
2 hnl oc
-2.718 hxloc[0]: atl
-2.018 hxloc[1]: at3
tube definition follows:
1 1 n, nseg
-4.000 0.0381 1 xb[0], Dianb[0], linear[O0]
-1.000 0.0381 1
0 nKL
296.0 O Tnom nal , nT
Piston definition of |ight diaphragm
0 type of piston
2.36e-5 0.0381 9.0e-6 mass, diam length
00 p_restrain, is_restrain
1.0 0 x_buffer, hit_buffer
00 wi th_brakes, brakes_on
01 left slug id, left slug end id
10 right_slug id, right _slug end_ id
4.5e-6 0.0 x0, vO
slug 0: N2 test gas
500 01 1.01 nnx, to_end_1, to_end_2, strength
01 vi scous, adi abatic
V 4787. 283 | eft boundary : velocity (fixed wall)
PO ri ght boundary: piston_id
1 hn_cel
498 hx_cel
-4,.00 -2.910 13 5.582e5 4787.283 7044.26 Initial: x1, x2, gas, u, T
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slug 1: N2 accel erator gas

500 0 0 0.0 nnx, to_end_1, to_end_2, strength

01 vi scous, adi abatic

PO | eft boundary : neighbour slug id, end

F ri ght boundary: nei ghbour_slug_id, end, diaphragmid
0 hn_cel

2.910 -1.000 13 15.0 0.0 296.0 Initial: x1, x2, gas, p, u, T

B.2.2 xlht.Lp

Static X1 Acceleration Tube with Reflected Shock, f.r.c., inviscid. 30-06-2000
0 test case

300 nsl ug, npiston, ndi aphragm

400. 0Oe- 6 500000 max_tinme, max_step

1.0e-8 0.25 dt _init, CFL

22 Xor der, Torder

5.0e-6 1.0e-6 dt _plot, dt_his

6 hnl oc

-2.718 hxloc[0]: atl

-2.018 hxloc[1]: at3

-1.299 hxl oc[2]: at45

-0.776 hxloc[3]: at6

-0.376 hxl oc[4]: at7

-0.120 hxloc[5]: at8

tube definition follows:

200 1 n, nseg

-5.0 0.0381 1 xb[i], Dianb[i], linear[i]

-0.0 0.0381 1

0 nKL

296.0 0 T nominal, nT

Slug[0]: Nitrogen behind the primary shock

250 0 0 0.0 nnx, to_end_1, to_end_2, strength
01 vi scous_effects, adiabatic

V 4787. 28 | eft boundary: solid wall, velocity
S10 right boundary: gas_slug_id, gas_slug end id
0 hncel

-5.000 -2.91845 13 558.1978e3 4787.28 7044.259 x1, x2, gas, p, u, T
Slug[ 1] : Nitrogen behind reflected shock
250 0 0 0.0 nnx, to_end_1, to_end_2, strength

01 vi scous_effects, adiabatic

S01 | eft boundary: gas_slug id, gas_slug end id
S20 ri ght boundary: solid wall, velocity

0 hncel

-2.91845 -2.910 13 6.826364e6 0.0 10284.0 x1, x2, gas, p, u, T

Slug[2]: Nitrogen fill gas in the acceleration tube

250 0 0 0.0 nnx, to_end_1, to_end_2, strength

01 vi scous_effects, adiabatic

S11 | eft boundary: gas_slug_id, gas_slug end_ id
F ri ght boundary: solid wall, velocity

0 hncel

2.910 0.0 13 15.0 0.0 296.0 x1l, x2, gas, p, u, T



